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#### Abstract

In this paper, we introduce a new self-adaptive inertial algorithm for finding a common solution of a split null point problem and a common fixed point problem of two infinite families of strict pseudo-contractive mappings and multivalued demicontractive mappings. We demonstrate a strong convergence result without a priori estimate of the norm of the linear operator in Hilbert spaces. As applications, we apply our main result to the split feasibility problem and the split minimization problem. Finally, we present a numerical example to show the efficient of the proposed algorithm.


Keywords. Null point problems; Self-adaptive inertial algorithm; Split null point problem; Strict pseudocontractive mapping.
2020 Mathematics Subject Classification. 90C $25,47 \mathrm{H} 09$.

## 1. Introduction

Throughout this paper, let $\mathbb{N}$ be the set of all positive integers, and let $H$ be the real Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and norm $\|\cdot\|$, and let $I$ be the identity operator on $H$. One denotes the strong and weak convergence of a sequence $\left\{x_{n}\right\} \subset H$ to $x \in H$ by $x_{n} \rightarrow x$ and $x_{n} \rightharpoonup x$, respectively. Let $K$ be a closed, convex, and nonempty subset of $H$. The (metric) projection from $H$ onto $K$, denoted by $P_{K}$, is defined, for each $x \in H$, by

$$
\left\|x-P_{K} x\right\|=d(x, K):=\inf \{\|x-z\|: z \in K\} .
$$

where $P_{K} x$ is the unique element in $K$.
Let $C$ be a nonempty subset of $H$, and let $C B(C)$ be the family of nonempty, bounded and closed subsets of $C$. A mapping $f: H \rightarrow H$ is called a $\tau$-contractive mapping if $\|f(x)-f(z)\| \leq$ $\tau\|x-z\|$ with $\tau \in[0,1)$ for all $x, z \in H$. The Pompeiu-Hausdorff metric on $C B(C)$ is defined by

$$
H(A, B):=\max \left\{\sup _{x \in A} d(x, B), \sup _{x \in B} d(x, A)\right\}
$$

for all $A, B \in C B(C)$. Let $S: C \rightarrow 2^{C}$ be a multivalued mapping. An element $p \in C$ is called a fixed point of $S$ if $p \in S p$. The set of all fixed points of $S$ is denoted by $F(S)$. We say that $S$ satisfies the endpoint condition if $S p=\{p\}$ for all $p \in F(S)$.

[^0]In this paper, we study the split null point problem (SNPP), proposed by Byrne et al. [1] in 2012. That is, given two multivalued mappings $B_{1}: H_{1} \rightarrow 2^{H_{1}}$ and $B_{2}: H_{2} \rightarrow 2^{H_{2}}$, a bounded linear operator $A: H_{1} \rightarrow H_{2}$, the SNPP is formulated as finding a point $x^{*} \in H_{1}$ such that

$$
\begin{equation*}
x^{*} \in B_{1}^{-1} 0 \quad \text { and } A x^{*} \in B_{2}^{-1} 0, \tag{1.1}
\end{equation*}
$$

where $B_{1}^{-1} 0:=\left\{x \in H_{1}: 0 \in B_{1} x\right\}$ and $B_{2}^{-1} 0$ are the null point sets of $B_{1}$ and $B_{2}$, respectively. We set the solutions of the SNPP to $\Gamma=\left\{x^{*} \in B_{1}^{-1} 0\right.$ and $\left.A x^{*} \in B_{2}^{-1} 0\right\}$.

Byrne et al. [1] proposed two iterative algorithms for solving the SNPP (1.1) with two maximal monotone mappings $B_{1}$ and $B_{2}$ as follows:

$$
\begin{equation*}
x_{n+1}=J_{\lambda}^{B_{1}}\left(x_{n}-\gamma A^{*}\left(I-J_{\lambda}^{B_{2}}\right) A x_{n}\right), \quad n \in \mathbb{N}, \tag{1.2}
\end{equation*}
$$

and

$$
\left\{\begin{array}{l}
u \in H_{1},  \tag{1.3}\\
x_{n+1}=\alpha_{n} u+\left(1-\alpha_{n}\right) J_{\lambda}^{B_{1}}\left(x_{n}-\gamma A^{*}\left(I-J_{\lambda}^{B_{2}}\right) A x_{n}\right), \quad n \in \mathbb{N},
\end{array}\right.
$$

where $J_{\lambda}^{B_{1}}$ and $J_{\lambda}^{B_{2}}$ are the resolvents of $B_{1}$ and $B_{2}$, respectively, $A^{*}$ is the adjoint operator of $A$. With the conditions that $\gamma \in\left(0,2 /\|A\|^{2}\right), \alpha_{n} \in(0,1), \lim _{n \rightarrow \infty} \alpha_{n}=0$, and $\sum_{n=1}^{\infty} \alpha_{n}=\infty$, they proved the weak and strong convergence results of algorithms (1.2) and (1.3), respectively.

Notice that the parameter $\gamma$ in the above algorithms depends on the norm of the operator $A$, which is not easy to calculate. In order to solve this problem, Suantai et al. [2] proposed the following self-adaptive algorithm (1.4) for two maximal monotone mappings $B_{1}$ and $B_{2}$ and a multivalued demicontractive mapping $U$ :

$$
\left\{\begin{array}{l}
y_{n}=J_{\lambda_{n}}^{B_{1}}\left(x_{n}-\gamma_{n} A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A x_{n}\right),  \tag{1.4}\\
u_{n}=(1-\vartheta) y_{n}+\vartheta z_{n} \\
x_{n+1}=\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) u_{n}, \quad n \in \mathbb{N}
\end{array}\right.
$$

where $z_{n} \in U y_{n}$, and the stepsize $\gamma_{n}$ is selected by:

$$
\gamma_{n}=\left\{\begin{array}{lc}
\frac{\xi_{n}\left\|\left(I-J_{\lambda_{n}}^{B_{2}}\right) A x_{n}\right\|^{2}}{\left\|A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A x_{n}\right\|^{2}}, & \text { if } A x_{n} \notin B_{2}^{-1} 0, \\
1, & \text { otherwise } .
\end{array}\right.
$$

They obtained a strong convergence result without a priori estimate of the norm of the linear operator.

Recently, Timilehin et al. [3] proposed the following iterative algorithm with self-adaptive stepsizes for split equilbrium and fixed point problems:

$$
\left\{\begin{array}{l}
w_{n}=x_{n}+\theta_{n}\left(x_{n}-x_{n-1}\right)  \tag{1.5}\\
z_{n}=T_{r_{n}}^{F_{1}}\left(w_{n}+\gamma_{n} A^{*}\left(T_{s_{n}}^{F_{2}}-I\right) A w_{n}\right), \\
x_{n+1}=\alpha_{n} \gamma f\left(x_{n}\right)+\left(I-\alpha_{n} D\right)\left[\left(1-\beta_{n}\right) z_{n}+\beta_{n} W_{n} z_{n}\right]
\end{array}\right.
$$

where $\left\{W_{n}\right\}$ is defined by the sequence of strictly pseudo-contractive mappings. They also obtained the strong convergence result. The term $\theta_{n}\left(x_{n}-x_{n-1}\right)$ in (1.5), known as the inertial step, is a crucial factor that makes the algorithm perform effectively. It is first proposed to speed up the convergence properties of iterative algorithms by Polyak [4] in 1964.

Inspired and motivated by the above works, we first use an inertial iterative method and a self-adaptive stepsize to construct an iterative algorithm for finding a common solution of the split null point problem and common fixed point problems. Next, we demonstrate a strong
convergence result under some mild conditions. Then, we apply our main results to the split feasibility problems and the split minimization problems. Finally, we give a numerical example to support our algorithm.

## 2. Preliminaries

Now we recall some definitions and lemmas that we need in our study.
Definition 2.1. Let $C$ be a nonempty, closed, and convex subset of $H$. A mapping $S: C \rightarrow C$ is said to be
(i) firmly nonexpansive if

$$
\|S x-S y\|^{2} \leq\|x-y\|^{2}-\|(I-S) x-(I-S) y\|^{2}, \forall x, y \in C
$$

(ii) directed

$$
\|x-S x\|^{2} \leq\langle x-S x, x-p\rangle, \forall x \in C, p \in F(S)
$$

(iii) nonexpansive if

$$
\|S x-S y\| \leq\|x-y\|, \forall x, y \in C
$$

(iv) $k$-strict pseudo-contractive if there exists a constant $k \in[0,1)$ such that

$$
\|S x-S y\|^{2} \leq\|x-y\|^{2}+k\|(I-S) x-(I-S) y\|^{2}, \forall x, y \in C
$$

We notice that a firmly nonexpansive mapping with nonempty fixed point sets is a directed mapping.

Definition 2.2. Let $C$ be a nonempty, closed, and convex subset of $H$. A mapping $S: C \rightarrow C B(C)$ is said to be
(i) multivalued nonexpansive if

$$
H(S x, S z) \leq\|x-z\|, \quad \forall x, z \in C
$$

(ii) multivalued quasi-nonexpansive if $F(S) \neq \emptyset$ and

$$
H(S x, S p) \leq\|x-p\|, \forall x \in C, p \in F(S)
$$

(iii) multivalued demicontractive [5] if $F(S) \neq \emptyset$ and there exists $k \in[0,1)$ such that

$$
H(S x, S p)^{2} \leq\|x-p\|^{2}+k d(x, S x)^{2}, \forall x \in C, p \in F(S)
$$

We notice that the classes of multivalued quasi-nonexpansive mappings and multivalued nonexpansive mappings with nonempty fixed point sets are exactly the class of demicontractive mappings. Then, is the demicontractive mapping quasi-nonexpansive? The answer is negative. We can see this via the following example.

Example 2.1. Let $H=R$. For each $i \in \mathbb{N}$, define

$$
S_{i} x= \begin{cases}{\left[-\frac{3 i}{2 i+1} x,-\frac{4 i}{2 i+1} x\right],} & \text { if } x \leq 0, \\ {\left[-\frac{4 i}{2 i+1} x,-\frac{3 i}{2 i+1} x\right],} & \text { if } x>0 .\end{cases}
$$

Then $S_{i}: R \rightarrow C B(R)$ is a multivalued demicontractive mapping, which is not quasi-nonexpansive.

Indeed, for each $i \in \mathbb{N}$, it is easy to check that $F\left(S_{i}\right)=\{0\}$. For each $0 \neq x \in R$,

$$
H\left(S_{i} x, S_{i} 0\right)^{2}=\left|-\frac{4 i}{2 i+1} x-0\right|^{2}=|x-0|^{2}+\left(\frac{16 i^{2}}{(2 i+1)^{2}}-1\right)|x|^{2}=|x-0|^{2}+\frac{12 i^{2}-4 i-1}{4 i^{2}+4 i+1}|x|^{2} .
$$

Clearly, $S_{i}$ is not quasi-nonexpansive. We also have

$$
d\left(x, S_{i} x\right)^{2}=\left|x-\left(-\frac{3 i}{2 i+1} x\right)\right|^{2}=\left(\frac{5 i+1}{2 i+1}\right)^{2}|x|^{2}=\frac{25 i^{2}+10 i+1}{4 i^{2}+4 i+1}|x|^{2}
$$

Therefore,

$$
H\left(S_{i} x-S_{i} 0\right)^{2}=|x-0|^{2}+\frac{12 i^{2}-4 i-1}{25 i^{2}+10 i+1} d\left(x, S_{i} x\right)^{2}
$$

Hence $S_{i}$ is demicontractive with a constant $\widetilde{k}_{i}=\frac{12 i^{2}-4 i-1}{25 i^{2}+10 i+1} \in(0,1)$.
Definition 2.3. A bounded linear operator $D$ on $H$ is called strongly positive if there exists a constant $\bar{\gamma}>0$ such that $\langle D x, x\rangle \geq \bar{\gamma}\|x\|^{2}$ for all $x \in H$.

Definition 2.4. [2] Let $S: C \rightarrow C B(C)$ be a multivalued mapping. The $I-S$ is demiclosed at zero if for any sequence $\left\{x_{n}\right\}$ in $C$ which converges weakly to $p \in C$ and the sequence $\left\{\left\|x_{n}-z_{n}\right\|\right\}$ converges strongly to 0 , where $z_{n} \in S x_{n}, p \in F(S)$.

Let $C$ be a closed, convex, and nonempty subset of $H$. For every point $x \in H$, there exists a unique nearest point in $C$, denoted by $P_{C} x$, such that $\left\|x-P_{C} x\right\| \leq\|x-y\|$ for all $x, y \in C . P_{C}$ is called the metric projection of $H$ onto $C$. It is well known that $P_{C}$ is nonexpansive and firmly nonexpansive. Moreover, $P_{C}$ is characterized by the following property:

$$
\begin{equation*}
\left\langle u-P_{C} u, v-P_{C} u\right\rangle \leq 0, \quad \forall v \in C . \tag{2.1}
\end{equation*}
$$

For a maximal monotone operator $B: H \rightarrow 2^{H}$ and $\lambda>0$, we define the resolvent of $B$ with parameter $\lambda$ by $J_{\lambda}^{B}=(I+\lambda B)^{-1}$. From [6], $J_{\lambda}^{B}: H \rightarrow \operatorname{dom}(B)$ is single-valued, firmly nonexpansive, and

$$
\left\|J_{\lambda}^{B} x-J_{\lambda}^{B} y\right\|^{2} \leq\left\langle J_{\lambda}^{B} x-J_{\lambda}^{B} y, x-y\right\rangle, \forall x, y \in H
$$

which is equivalent to

$$
\left\langle\left(J_{\lambda}^{B} x-x\right)-\left(J_{\lambda}^{B} y-y\right), J_{\lambda}^{B} x-J_{\lambda}^{B} y\right\rangle \leq 0
$$

and $F\left(J_{\lambda}^{B}\right)=B^{-1} 0=\{x \in H, 0 \in B x\}$. Moreover, $I-J_{\lambda}^{B}$ is demiclosed at 0 , and $B^{-1} 0$ is convex and closed.

Lemma 2.1. [2] Let $C$ be a closed, convex, and nonempty subset of $H$. Let $S: C \rightarrow C B(C)$ be a multivalued $\widetilde{k}$-demicontractive mapping. Then
(i) $F(S)$ is closed;
(ii) If $S$ satisfies the endpoint condition, then $F(S)$ is convex.

Lemma 2.2. [2] Let $x, z \in H$, and $t \in R$. Then the following inequalities hold on $H$ :
(i) $\|x+z\|^{2} \leq\|x\|^{2}+2\langle z, x+z\rangle$;
(ii) $\|t x+(1-t) z\|^{2}=t\|x\|^{2}+(1-t)\|z\|^{2}-t(1-t)\|x-z\|^{2}$.

Lemma 2.3. [7] Let $H$ be a real Hilbert space, $x_{i} \in H$ and $\left\{\alpha_{i}\right\}_{i=1}^{m} \subset(0,1)$ with $\sum_{i=1}^{m} \alpha_{i}=$ $1(1 \leq i \leq m)$. Then the following identity holds:

$$
\left\|\sum_{i=1}^{m} \alpha_{i} x_{i}\right\|^{2}=\sum_{i=1}^{m} \alpha_{i}\left\|x_{i}\right\|^{2}-\sum_{i, j=1, i \neq j}^{m} \alpha_{i} \alpha_{j}\left\|x_{i}-x_{j}\right\|^{2}
$$

Lemma 2.4. [2] Let $A: H_{1} \rightarrow H_{2}$ be a bounded linear operator, and let $S: H_{2} \rightarrow H_{2}$ be a directed mapping with $A^{-1}(F(S)) \neq \emptyset$. If $x \in H_{1}$ with $A x \neq S(A x)$ and $p \in A^{-1}(F(S))$, then

$$
\left\|x-\gamma A^{*}(I-S) A x-p\right\|^{2} \leq\|x-p\|^{2}-(2-\xi) \xi \frac{\|(I-S) A x\|^{4}}{\left\|A^{*}(I-S) A x\right\|^{2}}
$$

where

$$
\gamma:=\xi \frac{\|(I-S) A x\|^{2}}{\left\|A^{*}(I-S) A x\right\|^{2}}
$$

and $\xi \in(0,2)$.
Lemma 2.5. [8] Let $C$ be a closed, convex, and nonempty subset of a real Hilbert space $H$ and $T: C \rightarrow C$ be a $k$-strict pseudo-contractive mapping. Define a mapping $T^{\prime}: C \rightarrow C$ by $T^{\prime} x=\alpha x+(1-\alpha) T x$ for all $x \in C$ and $\alpha \in[k, 1)$. Then $T^{\prime}$ is a nonexpansive mapping such that $F\left(T^{\prime}\right)=F(T)$.

Definition 2.5. [9] Let $\left\{T_{n}\right\}$ be a sequence of $k_{n}$-strict pesudo-contractive mappings. Define $T_{n}^{\prime}=t_{n} I+\left(1-t_{n}\right) T_{n}, t_{n} \in\left[k_{n}, 1\right)$. Then, by Lemma 2.5, $T_{n}^{\prime}$ is nonexpansive. Define the mapping $W_{n}$ by

$$
\left\{\begin{array}{l}
U_{n, n+1}=I \\
U_{n, n}=\zeta_{n} T_{n}^{\prime} U_{n, n+1}+\left(1-\zeta_{n}\right) I \\
U_{n, n-1}=\zeta_{n-1} T_{n-1}^{\prime} U_{n, n}+\left(1-\zeta_{n-1}\right) I \\
\cdots, \\
U_{n, k}=\zeta_{k} T_{k}^{\prime} U_{n, k+1}+\left(1-\zeta_{k}\right) I \\
U_{n, k-1}=\zeta_{k-1} T_{k-1}^{\prime} U_{n, k}+\left(1-\zeta_{k-1}\right) I \\
\cdots, \\
U_{n, 2}=\zeta_{2} T_{2}^{\prime} U_{n, 3}+\left(1-\zeta_{2}\right) I \\
W_{n}=U_{n, 1}=\zeta_{1} T_{1}^{\prime} U_{n, 2}+\left(1-\zeta_{1}\right) I
\end{array}\right.
$$

where $\left\{\zeta_{n}\right\}$ is a sequence of real numbers such that $0 \leq \zeta_{n} \leq 1$. For each $n \geq 1$, such a mapping $W_{n}$ is nonexpansive.

The following lemmas relating to the mapping $W_{n}$ are needed in proving our main result.
Lemma 2.6. [10] Let C be a nonempty, closed, and convex subset of a strictly convex Banach space $E$. Let $\left\{T_{i}^{\prime}\right\}$ be an infinite family of nonexpansive mappings of $C$ into itself such that $\cap_{i=1}^{\infty} F\left(T_{i}^{\prime}\right) \neq \emptyset$ and $\left\{\zeta_{i}\right\}$ be a real sequence such that $0<\zeta_{i} \leq \widetilde{b}<1$ for all $i \geq 1$. Then
(i) $W_{n}$ is nonexpansive and $F\left(W_{n}\right)=\cap_{i=1}^{n} F\left(T_{i}^{\prime}\right) \neq \emptyset$ for each $n \geq 1$;
(ii) for each $x \in C$ and for each positive integer $k$, the $\lim _{n \rightarrow \infty} U_{n, k} x$ exists;
(iii) the mapping $W$ of $C$ into itself, defined by $W x:=\lim _{n \rightarrow \infty} W_{n} x=\lim _{n \rightarrow \infty} U_{n, 1} x$ for all $x \in$ $C$, is a nonexpansive mapping satisfying $F(W)=\cap_{i=1}^{\infty} F\left(T_{i}^{\prime}\right)$, which is called the modified $W$ mapping generated by $T_{1}, T_{2}, \ldots, \zeta_{1}, \zeta_{2}, \ldots$ and $t_{1}, t_{2}, \ldots$.

By Lemma 2.5 and Lemma 2.6, it follows that $F(W)=\cap_{i=1}^{\infty} F\left(T_{i}^{\prime}\right)=\cap_{i=1}^{\infty} F\left(T_{i}\right)$.
Lemma 2.7. [11] Let C be a nonempty closed convex subset of a strictly convex Banach space $E$. Let $\left\{T_{i}^{\prime}\right\}$ be an infinite family of nonexpansive mappings of $C$ into itself such that $\cap_{i=1}^{\infty} F\left(T_{i}^{\prime}\right) \neq \emptyset$ and $\left\{\zeta_{i}\right\}$ be a real sequence such that $0<\zeta_{i} \leq \widetilde{b}<1$ for all $i \geq 1$, where $\widetilde{b}$ is a positive real number. If $K$ is any bounded subset of $C$, then $\lim _{n \rightarrow \infty} \sup _{x \in K}\left\|W x-W_{n} x\right\|=0$.

Lemma 2.8. [12] Each Hilbert space H satisfies the Opial condition, that is, for any sequence $\left\{x_{n}\right\}$ with $x_{n} \rightharpoonup x$, the inequality $\liminf _{n \rightarrow \infty}\left\|x_{n}-x\right\|<\liminf _{n \rightarrow \infty}\left\|x_{n}-y\right\|$ holds for every $y \in H$ with $y \neq x$.

Lemma 2.9. [13] Suppose that $\left\{a_{n}\right\}$ is a sequence of nonnegative real numbers such that

$$
a_{n+1} \leq\left(1-\mu_{n}\right) a_{n}+\mu_{n} \sigma_{n}+\tau_{n}, n \in \mathbb{N}
$$

where $\left\{\mu_{n}\right\},\left\{\sigma_{n}\right\}$ and $\left\{\tau_{n}\right\}$ satisfy the following conditions:
(i) $\left\{\mu_{n}\right\} \subset[0,1], \sum_{n=1}^{\infty} \mu_{n}=\infty$;
(ii) $\lim \sup _{n} \sigma_{n} \leq 0$ or $\sum_{n=1}^{\infty}\left|\mu_{n} \sigma_{n}\right|<\infty$;
(iii) $\tau_{n} \geq 0$ for all $n \in \mathbb{N}, \sum_{n=1}^{\infty} \tau_{n}<\infty$.

Then $\lim _{n \rightarrow \infty} a_{n}=0$.
Lemma 2.10. [14] Let $\left\{t_{n}\right\}$ be a sequence of real numbers such that there exists a subsequence $\left\{n_{i}\right\}$ of $\{n\}$ which satisfies $t_{n_{i}}<t_{n_{i}+1}$ for all $i \in \mathbb{N}$. Define a sequence of positive integers $\{\rho(n)\}$ by $\rho(n):=\max \left\{m<n: t_{m}<t_{m+1}\right\}$ for all $n \geq n_{0}$ (for some $n_{0}$ large enough). Then $\{\rho(n)\}$ is a nondecreasing sequence such that $\rho(n) \rightarrow \infty$ as $n \rightarrow \infty$, and it holds that $t_{\rho(n)} \leq t_{\rho(n)+1}$, $t_{n} \leq t_{\rho(n)+1}$.

## 3. Main Results

In this section, we present our proposed algorithm and prove a strong convergence theorem.
Theorem 3.1. Let $H_{1}$ and $H_{2}$ be two real Hilbert spaces, and let $C$ be a nonempty, convex, and closed subset of $H_{1}$. Let $A: H_{1} \rightarrow H_{2}$ be a bounded linear operator. For each $i \in \mathbb{N}$, let $S_{i}: C \rightarrow C B(C)$ be a multivalued $\widetilde{k}_{i}$-demicontractive mapping such that $I-S_{i}$ is demiclosed at zero and $S_{i}$ satisfies the endpoint condition. Assume that $T_{i}: C \rightarrow C$ is a $k_{i}$-strictly pseudocontractive mapping and $\left\{\zeta_{i}\right\}$ is a real sequence such that $0<\zeta_{i} \leq \widetilde{b}<1$ for all $i \in \mathbb{N}$. Let $f: H_{1} \rightarrow H_{2}$ be a $\tau$-contrative mapping with $\tau \in(0,1)$. Let $B_{1}: H_{1} \rightarrow 2^{H_{1}}$ and $B_{2}: H_{2} \rightarrow$ $2^{\mathrm{H}_{2}}$ be maximal monotone mappings such that dom $\left(B_{1}\right)$ is included in $C$. Suppose that $\Omega:=$ $\left(\cap_{i=1}^{\infty} F\left(S_{i}\right)\right) \cap \Gamma \cap\left(\cap_{i=1}^{\infty} F\left(T_{i}\right)\right) \neq \emptyset$, where $\Gamma=\left\{x \in B_{1}^{-1} 0: A x \in B_{2}^{-1} 0\right\}$. Assume that $\left\{x_{n}\right\}$ is a sequence iteratively generated by $x_{1}, x_{2} \in H_{1}$ and

$$
\left\{\begin{array}{l}
v_{n}=x_{n}+\theta_{n}\left(x_{n}-x_{n-1}\right)  \tag{3.1}\\
y_{n}=J_{\lambda_{n}}^{B_{1}}\left(v_{n}-\gamma_{n} A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right), \\
u_{n}=\left(1-\delta_{n}\right) y_{n}+\delta_{n} \sum_{i=1}^{n} \alpha_{n, i} z_{n, i}, \\
x_{n+1}=\vartheta_{n} f\left(x_{n}\right)+\left(1-\vartheta_{n}\right)\left[\left(1-\beta_{n}\right) u_{n}+\beta_{n} W_{n} u_{n}\right]
\end{array}\right.
$$

where $n \geq 2$ and $z_{n, i} \in S_{i} y_{n}$, and $\theta_{n}$ is defined by

$$
\theta_{n}=\left\{\begin{array}{lc}
\min \left\{\frac{\tau_{n}}{\left\|x_{n}-x_{n-1}\right\|},\right. & \left.\frac{n-1}{n+\theta-1}\right\}, \\
\frac{n-1}{n+\theta-1}, & \text { otherwise } x_{n} \neq x_{n-1}
\end{array}\right.
$$

where $\theta \geq 3$ and the stepsize $\gamma_{n}$ is selected in a way:

$$
\gamma_{n}= \begin{cases}\frac{\xi_{n}\left\|\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{2}}{\left\|A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{2}}, & \text { if Av} \notin B_{2}^{-1} 0, \\ 1, & \text { otherwise }\end{cases}
$$

and the following conditions hold:
$\left(C_{1}\right)\left\{\lambda_{n}\right\} \subset(0, \infty)$ and $\liminf _{n \rightarrow \infty} \lambda_{n}>0$;
$\left(C_{2}\right)\left\{\alpha_{n, i}\right\} \subset[0,1], \sum_{i=1}^{n} \alpha_{n, i}=1,1-\delta_{n} \in(k, 1)$ and $\liminf _{n \rightarrow \infty} \alpha_{n, i}\left(1-\delta_{n}-k\right)>0, \forall i \in \mathbb{N}$, where $k=\sup \left\{\widetilde{k}_{i}: i \in \mathbb{N}\right\}<1$;
$\left(C_{3}\right) \liminf _{n \rightarrow \infty} \delta_{n}>0, \liminf _{n \rightarrow \infty} \delta_{n}\left(1-\delta_{n}-k\right)>0$;
$\left(C_{4}\right) 0<\liminf _{n \rightarrow \infty} \beta_{n} \leq \limsup _{n \rightarrow \infty} \beta_{n}<1$;
$\left(C_{5}\right)\left\{\vartheta_{n}\right\} \subset(0,1), \lim _{n \rightarrow \infty} \vartheta_{n}=0, \sum_{n=2}^{\infty} \vartheta_{n}=\infty$ and $\lim _{n \rightarrow \infty} \frac{\tau_{n}}{\vartheta_{n}}=0$;
$\left(C_{6}\right)\left\{\xi_{n}\right\} \subset(a, b) \subset(0,2)$.
Then, the sequence $\left\{x_{n}\right\}$ generated by algorithm (3.1) converges strongly to a point $x^{*} \in \Omega$, which is the unique solution of the following variational inequality problem:

$$
\begin{equation*}
\left\langle f\left(x^{*}\right)-x^{*}, p-x^{*}\right\rangle \leq 0, \forall p \in \Omega . \tag{3.2}
\end{equation*}
$$

Remark 3.1. From the definition of $\theta_{n}$ and condition $\left(C_{5}\right)$, we have

$$
\lim _{n \rightarrow \infty} \theta_{n}\left\|x_{n}-x_{n-1}\right\|=0 \text { and } \lim _{n \rightarrow \infty} \frac{\theta_{n}}{\vartheta_{n}}\left\|x_{n}-x_{n-1}\right\|=0
$$

Proof. Step1. Prove that problem (3.2) has a unique solution $x^{*} \in \Omega$.
By Lemma 2.1, for each $i \in \mathbb{N}$, we have $F\left(S_{i}\right)$ is closed and convex. Then, $\cap_{i=1}^{\infty} F\left(S_{i}\right)$ is also closed and convex. Since $B_{1}^{-1} 0$ and $B_{2}^{-1} 0$ are closed and convex and $A$ is a linear operator, then $\Gamma$ is closed and convex. From Lemma 2.6 (iii), $W$ is a nonexpansive mapping, which indicates that $F(W)=\cap_{i=1}^{\infty} F\left(T_{i}\right)$ is also closed and convex. Hence $\Omega$ is closed and convex. It is easy to know that $P_{\Omega} f$ is a contractive mapping. So by Banach fixed point theorom, there exists a unique element $x^{*} \in \Omega$ such that $x^{*}=P_{\Omega} f\left(x^{*}\right)$. It follows from (2.1) that variational inequality problem (3.2) has a unique solution $x^{*} \in \Omega$.

Step 2. Prove that $\left\{x_{n}\right\}$ is bounded.
Since $x^{*} \in \Omega$, we have $S_{i} x^{*}=\left\{x^{*}\right\}$ for all $i \in \mathbb{N}, J_{\lambda_{n}}^{B_{1}} x^{*}=x^{*}$, and $J_{\lambda_{n}}^{B_{2}}\left(A x^{*}\right)=A x^{*}$. It follows from the conditions $\left(C_{2}\right)-\left(C_{4}\right)$ that there exists a positive integer $n_{0}$ such that $n>n_{0}^{*}, \lambda_{n}>c$, $\alpha_{n, i}\left(1-\delta_{n}-k\right)>c, \delta_{n}\left(1-\delta_{n}-k\right)>c$, and $c<\beta_{n}<d<1$, where $0<c<1$ and $0<d<1$ for all $i \in \mathbb{N}$. From (3.1) we have the following inequalities:

$$
\begin{equation*}
\left\|v_{n}-x^{*}\right\|=\left\|x_{n}+\theta_{n}\left(x_{n}-x_{n-1}\right)-x^{*}\right\| \leq\left\|x_{n}-x^{*}\right\|+\theta_{n}\left\|x_{n}-x_{n-1}\right\| \tag{3.3}
\end{equation*}
$$

and

$$
\begin{align*}
\left\|v_{n}-x^{*}\right\|^{2} & =\left\|x_{n}+\theta_{n}\left(x_{n}-x_{n-1}\right)-x^{*}\right\|^{2} \\
& \leq\left\|x_{n}-x^{*}\right\|^{2}+2 \theta_{n}\left\|x_{n}-x_{n-1}\right\|\left\|x_{n}-x^{*}\right\|+\theta_{n}^{2}\left\|x_{n}-x_{n-1}\right\|^{2} \tag{3.4}
\end{align*}
$$

From the definition of $W_{n}$ and Lemma 2.6 (i), we have

$$
\begin{equation*}
\left\|W_{n} u_{n}-x^{*}\right\|=\left\|W_{n} u_{n}-W_{n} x^{*}\right\| \leq\left\|u_{n}-x^{*}\right\| \tag{3.5}
\end{equation*}
$$

Put $\bar{u}_{n}=\left(1-\beta_{n}\right) u_{n}+\beta_{n} W_{n} u_{n}$. By (3.5), we obtain

$$
\begin{align*}
\left\|\bar{u}_{n}-x^{*}\right\| & \leq\left(1-\beta_{n}\right)\left\|u_{n}-x^{*}\right\|+\beta_{n}\left\|W_{n} u_{n}-x^{*}\right\| \\
& \leq\left(1-\beta_{n}\right)\left\|u_{n}-x^{*}\right\|+\beta_{n}\left\|u_{n}-x^{*}\right\| \\
& =\left\|u_{n}-x^{*}\right\| . \tag{3.6}
\end{align*}
$$

Since $J_{\lambda_{n}}^{B_{1}}$ is firmly nonexpansive, by Lemma 2.4, we get

$$
\begin{align*}
\left\|y_{n}-x^{*}\right\|^{2} & =\left\|J_{\lambda_{n}}^{B_{1}}\left(v_{n}-\gamma_{n} A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right)\right) A v_{n}-J_{\lambda_{n}}^{B_{1}} x^{*}\right\|^{2} \\
& \leq\left\|v_{n}-\gamma_{n} A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}-x^{*}\right\|^{2} \\
& \leq\left\|v_{n}-x^{*}\right\|^{2}-\left(2-\xi_{n}\right) \xi_{n} \frac{\left\|\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{4}}{\left\|A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{2}}  \tag{3.7}\\
& \leq\left\|v_{n}-x^{*}\right\|^{2}-\frac{\left(2-\xi_{n}\right) \xi_{n}}{\|A\|^{2}}\left\|\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{2} . \tag{3.8}
\end{align*}
$$

Using Lemma 2.2 (ii), Lemma 2.3, and (3.8), we have

$$
\begin{align*}
\left\|u_{n}-x^{*}\right\|^{2}= & \left\|\sum_{i=1}^{n} \alpha_{n, i}\left[\left(1-\delta_{n}\right)\left(y_{n}-x^{*}\right)+\delta_{n}\left(z_{n, i}-x^{*}\right)\right]\right\|^{2} \\
\leq & \sum_{i=1}^{n} \alpha_{n, i}\left\|\left(1-\delta_{n}\right)\left(y_{n}-x^{*}\right)+\delta_{n}\left(z_{n, i}-x^{*}\right)\right\|^{2} \\
= & \sum_{i=1}^{n} \alpha_{n, i}\left[\left(1-\delta_{n}\right)\left\|y_{n}-x^{*}\right\|^{2}+\delta_{n}\left\|z_{n, i}-x^{*}\right\|^{2}-\delta_{n}\left(1-\delta_{n}\right)\left\|y_{n}-z_{n, i}\right\|^{2}\right] \\
= & \sum_{i=1}^{n} \alpha_{n, i}\left[\left(1-\delta_{n}\right)\left\|y_{n}-x^{*}\right\|^{2}+\delta_{n} d\left(z_{n, i}, S_{i} x^{*}\right)^{2}-\delta_{n}\left(1-\delta_{n}\right)\left\|y_{n}-z_{n, i}\right\|^{2}\right] \\
\leq & \sum_{i=1}^{n} \alpha_{n, i}\left[\left(1-\delta_{n}\right)\left\|y_{n}-x^{*}\right\|^{2}+\delta_{n} H\left(S_{i} y_{n}, S_{i} x^{*}\right)^{2}-\delta_{n}\left(1-\delta_{n}\right)\left\|y_{n}-z_{n, i}\right\|^{2}\right] \\
\leq & \sum_{i=1}^{n} \alpha_{n, i}\left[\left(1-\delta_{n}\right)\left\|y_{n}-x^{*}\right\|^{2}+\delta_{n}\left[\left\|y_{n}-x^{*}\right\|^{2}+k_{i} d\left(y_{n}, S_{i} y_{n}\right)^{2}\right]\right. \\
& \left.-\delta_{n}\left(1-\delta_{n}\right)\left\|y_{n}-z_{n, i}\right\|^{2}\right] \\
\leq & \left\|y_{n}-x^{*}\right\|^{2}-\delta_{n}\left(1-\delta_{n}-k\right) \sum_{i=1}^{n} \alpha_{n, i}\left\|y_{n}-z_{n, i}\right\|^{2}  \tag{3.9}\\
\leq & \left\|v_{n}-x^{*}\right\|^{2}-\frac{\left(2-\xi_{n}\right) \xi_{n}}{\|A\|^{2}}\left\|\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{2} \\
& -\delta_{n}\left(1-\delta_{n}-k\right) \sum_{i=1}^{n} \alpha_{n, i}\left\|y_{n}-z_{n, i}\right\|^{2} . \tag{3.10}
\end{align*}
$$

Hence, when $n>n_{0}^{*}$, we arrive at

$$
\begin{equation*}
\left\|u_{n}-x^{*}\right\| \leq\left\|v_{n}-x^{*}\right\| . \tag{3.11}
\end{equation*}
$$

Using (3.3), (3.6), and (3.11), we see that

$$
\begin{equation*}
\left\|\bar{u}_{n}-x^{*}\right\| \leq\left\|x_{n}-x^{*}\right\|+\theta_{n}\left\|x_{n}-x_{n-1}\right\| . \tag{3.12}
\end{equation*}
$$

Therefore, by (3.12), we have

$$
\begin{aligned}
\left\|x_{n+1}-x^{*}\right\| & =\left\|\vartheta_{n} f\left(x_{n}\right)+\left(1-\vartheta_{n}\right) \bar{u}_{n}-x^{*}\right\| \\
& \leq \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|+\left(1-\vartheta_{n}\right)\left\|\bar{u}_{n}-x^{*}\right\| \\
& \leq \vartheta_{n}\left(\left\|f\left(x_{n}\right)-f\left(x^{*}\right)\right\|+\left\|f\left(x^{*}\right)-x^{*}\right\|\right)+\left(1-\vartheta_{n}\right)\left\|\bar{u}_{n}-x^{*}\right\| \\
& \leq \vartheta_{n}\left(\tau\left\|x_{n}-x^{*}\right\|+\left\|f\left(x^{*}\right)-x^{*}\right\|\right)+\left(1-\vartheta_{n}\right)\left\|x_{n}-x^{*}\right\|+\theta_{n}\left(1-\vartheta_{n}\right)\left\|x_{n}-x_{n-1}\right\| \\
& \leq\left[1-\vartheta_{n}(1-\tau)\right]\left\|x_{n}-x^{*}\right\|+\vartheta_{n}\left\|f\left(x^{*}\right)-x^{*}\right\|+\theta_{n}\left(1-\vartheta_{n}\right)\left\|x_{n}-x_{n-1}\right\| \\
& \leq\left[1-\vartheta_{n}(1-\tau)\right]\left\|x_{n}-x^{*}\right\|+\vartheta_{n}(1-\tau) M,
\end{aligned}
$$

where

$$
M=2 \max \left\{\frac{\left\|f\left(x^{*}\right)-x^{*}\right\|}{1-\tau}, \sup _{n \geq 2} \frac{\theta_{n}\left(1-\vartheta_{n}\right)\left\|x_{n}-x_{n-1}\right\|}{\vartheta_{n}(1-\tau)}\right\}
$$

It follows by induction that

$$
\begin{aligned}
\left\|x_{n+1}-x^{*}\right\| & \leq\left[1-\vartheta_{n}(1-\tau)\right]\left\|x_{n}-x^{*}\right\|+\vartheta_{n}(1-\tau) M \\
& \leq \max \left\{\left\|x_{n}-x^{*}\right\|, M\right\} \\
& \vdots \\
& \leq \max \left\{\left\|x_{n_{0}}-x^{*}\right\|, M\right\}
\end{aligned}
$$

Hence, $\left\{x_{n}\right\}$ is bounded, so are $\left\{u_{n}\right\},\left\{y_{n}\right\},\left\{v_{n}\right\},\left\{\bar{u}_{n}\right\}$, and $\left\{f\left(x_{n}\right)\right\}$.
Step 3. Prove that sequence $\left\{x_{n}\right\}$ converges strongly to $x^{*}$.
From Remark 3.1, we obtain $\lim _{n \rightarrow \infty} \theta_{n}\left\|x_{n}-x_{n-1}\right\|=0$. Using (3.4), (3.6) and (3.10), we have

$$
\begin{aligned}
\left\|x_{n+1}-x^{*}\right\|^{2}= & \left\|\vartheta_{n} f\left(x_{n}\right)+\left(1-\vartheta_{n}\right) \bar{u}_{n}-x^{*}\right\|^{2} \\
\leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left(1-\vartheta_{n}\right)\left\|\bar{u}_{n}-x^{*}\right\|^{2} \\
\leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left\|u_{n}-x^{*}\right\|^{2} \\
\leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left\|v_{n}-x^{*}\right\|^{2}-\frac{\left(2-\xi_{n}\right) \xi_{n}}{\|A\|^{2}}\left\|\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{2} \\
& -\delta_{n}\left(1-\delta_{n}-k\right) \sum_{i=1}^{n} \alpha_{n, i}\left\|y_{n}-z_{n, i}\right\|^{2} \\
\leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left\|x_{n}-x^{*}\right\|^{2}+2 \theta_{n}\left\|x_{n}-x_{n-1}\right\|\left\|x_{n}-x^{*}\right\| \\
& +\theta_{n}^{2}\left\|x_{n}-x_{n-1}\right\|^{2}-\frac{\left(2-\xi_{n}\right) \xi_{n}}{\|A\|^{2}}\left\|\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{2} \\
& -\delta_{n}\left(1-\delta_{n}-k\right) \sum_{i=1}^{n} \alpha_{n, i}\left\|y_{n}-z_{n, i}\right\|^{2} .
\end{aligned}
$$

Hence,

$$
\begin{align*}
& \delta_{n}\left(1-\delta_{n}-k\right) \alpha_{n, i}\left\|y_{n}-z_{n, i}\right\|^{2} \\
\leq & \frac{\left(2-\xi_{n} \xi_{n}\right.}{\|A\|^{2}}\left\|\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{2}+\delta_{n}\left(1-\delta_{n}-k\right) \sum_{i=1}^{n} \alpha_{n, i}\left\|y_{n}-z_{n, i}\right\|^{2} \\
\leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left\|x_{n}-x^{*}\right\|^{2}-\left\|x_{n+1}-x^{*}\right\|^{2} \\
& +2 \theta_{n}\left\|x_{n}-x_{n-1}\right\|\left\|x_{n}-x^{*}\right\|+\theta_{n}^{2}\left\|x_{n}-x_{n-1}\right\|^{2} . \tag{3.13}
\end{align*}
$$

Moreover, from Lemma 2.2 (ii), (3.5), and (3.11), we obtain

$$
\begin{aligned}
\left\|\bar{u}_{n}-x^{*}\right\|^{2} & =\left(1-\beta_{n}\right)\left\|u_{n}-x^{*}\right\|^{2}+\beta_{n}\left\|W_{n} u_{n}-x^{*}\right\|^{2}-\beta_{n}\left(1-\beta_{n}\right)\left\|W_{n} u_{n}-u_{n}\right\|^{2} \\
& \leq\left(1-\beta_{n}\right)\left\|u_{n}-x^{*}\right\|^{2}+\beta_{n}\left\|u_{n}-x^{*}\right\|^{2}-\beta_{n}\left(1-\beta_{n}\right)\left\|W_{n} u_{n}-u_{n}\right\|^{2} \\
& =\left\|u_{n}-x^{*}\right\|^{2}-\beta_{n}\left(1-\beta_{n}\right)\left\|W_{n} u_{n}-u_{n}\right\|^{2} \\
& \leq\left\|v_{n}-x^{*}\right\|^{2}-\beta_{n}\left(1-\beta_{n}\right)\left\|W_{n} u_{n}-u_{n}\right\|^{2}
\end{aligned}
$$

which together with (3.4) implies that

$$
\begin{aligned}
\left\|x_{n+1}-x^{*}\right\|^{2} \leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left(1-\vartheta_{n}\right)\left\|\bar{u}_{n}-x^{*}\right\|^{2} \\
\leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left\|v_{n}-x^{*}\right\|^{2}-\beta_{n}\left(1-\beta_{n}\right)\left\|W_{n} u_{n}-u_{n}\right\|^{2} \\
\leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left\|x_{n}-x^{*}\right\|^{2}+2 \theta_{n}\left\|x_{n}-x_{n-1}\right\|\left\|x_{n}-x^{*}\right\| \\
& +\theta_{n}^{2}\left\|x_{n}-x_{n-1}\right\|^{2}-\beta_{n}\left(1-\beta_{n}\right)\left\|W_{n} u_{n}-u_{n}\right\|^{2} .
\end{aligned}
$$

So

$$
\begin{align*}
\beta_{n}\left(1-\beta_{n}\right)\left\|W_{n} u_{n}-u_{n}\right\|^{2} \leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left\|x_{n}-x^{*}\right\|^{2}-\left\|x_{n+1}-x^{*}\right\|^{2} \\
& +2 \theta_{n}\left\|x_{n}-x_{n-1}\right\|\left\|x_{n}-x^{*}\right\|+\theta_{n}^{2}\left\|x_{n}-x_{n-1}\right\|^{2} \tag{3.14}
\end{align*}
$$

From condition $\left(C_{5}\right)$ and (3.12), we obtain

$$
\begin{aligned}
\left\|x_{n+1}-x^{*}\right\|^{2}= & \left\langle\vartheta_{n}\left(f\left(x_{n}\right)-x^{*}\right)+\left(1-\vartheta_{n}\right)\left(\bar{u}_{n}-x^{*}\right), x_{n+1}-x^{*}\right\rangle \\
= & \left\langle\vartheta_{n}\left(f\left(x_{n}\right)-f\left(x^{*}\right)\right), x_{n+1}-x^{*}\right\rangle+\left\langle\vartheta_{n}\left(f\left(x^{*}\right)-x^{*}\right), x_{n+1}-x^{*}\right\rangle \\
& +\left(1-\vartheta_{n}\right)\left\langle\bar{u}_{n}-x^{*}, x_{n+1}-x^{*}\right\rangle \\
\leq & \vartheta_{n} \tau\left\|x_{n}-x^{*}\right\|\left\|x_{n+1}-x^{*}\right\|+\vartheta_{n}\left\langle f\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle \\
& +\left(1-\vartheta_{n}\right)\left(\left\|x_{n}-x^{*}\right\|+\theta_{n}\left\|x_{n}-x_{n-1}\right\|\right)\left\|x_{n+1}-x^{*}\right\| \\
= & {\left[1-\vartheta_{n}(1-\tau)\right]\left\|x_{n}-x^{*}\right\|\left\|x_{n+1}-x^{*}\right\|+\vartheta_{n}\left\langle f\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle } \\
& +\theta_{n}\left(1-\vartheta_{n}\right)\left\|x_{n}-x_{n-1}\right\|\left\|x_{n+1}-x^{*}\right\| \\
\leq & \frac{1-\vartheta_{n}(1-\tau)}{2}\left(\left\|x_{n}-x^{*}\right\|^{2}+\left\|x_{n+1}-x^{*}\right\|^{2}\right)+\vartheta_{n}\left\langle f\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle \\
& +\theta_{n}\left(1-\vartheta_{n}\right)\left\|x_{n}-x_{n-1}\right\|\left\|x_{n+1}-x^{*}\right\| \\
\leq & \frac{1-\vartheta_{n}(1-\tau)}{2}\left\|x_{n}-x^{*}\right\|^{2}+\frac{1}{2}\left\|x_{n+1}-x^{*}\right\|^{2}+\vartheta_{n}\left\langle f\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle \\
& +\theta_{n}\left(1-\vartheta_{n}\right)\left\|x_{n}-x_{n-1}\right\|\left\|x_{n+1}-x^{*}\right\|,
\end{aligned}
$$

which implies that

$$
\begin{align*}
\left\|x_{n+1}-x^{*}\right\|^{2} \leq & {\left[1-\vartheta_{n}(1-\tau)\right]\left\|x_{n}-x^{*}\right\|^{2}+2 \vartheta_{n}\left\langle f\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle } \\
& +2 \theta_{n}\left(1-\vartheta_{n}\right)\left\|x_{n}-x_{n-1}\right\|\left\|x_{n+1}-x^{*}\right\| \\
= & {\left[1-\vartheta_{n}(1-\tau)\right]\left\|x_{n}-x^{*}\right\|^{2}+\vartheta_{n}(1-\tau) b_{n}, } \tag{3.15}
\end{align*}
$$

where

$$
b_{n}=\frac{2}{1-\tau}\left\langle f\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle+\frac{2 \theta_{n}\left(1-\vartheta_{n}\right)}{\vartheta_{n}(1-\tau)}\left\|x_{n}-x_{n-1}\right\|\left\|x_{n+1}-x^{*}\right\|
$$

Case 1. Assume that $\left\{\left\|x_{n}-x^{*}\right\|\right\}$ is a monotonicaly decreasing sequence. Hence $\left\{\left\|x_{n}-x^{*}\right\|\right\}$ is convergent and

$$
\begin{equation*}
\left\|x_{n}-x^{*}\right\|^{2}-\left\|x_{n+1}-x^{*}\right\|^{2} \rightarrow 0 \tag{3.16}
\end{equation*}
$$

as $n \rightarrow \infty$. Combining conditions $\left(C_{2}\right)-(C 6)$, (3.13), and (3.14), we have

$$
\begin{gather*}
\lim _{n \rightarrow \infty}\left\|\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|=0,  \tag{3.17}\\
\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \alpha_{n, i}\left\|y_{n}-z_{n, i}\right\|^{2}=0,  \tag{3.18}\\
\lim _{n \rightarrow \infty}\left\|y_{n}-z_{n, i}\right\|^{2}=0,  \tag{3.19}\\
\lim _{n \rightarrow \infty}\left\|W_{n} u_{n}-u_{n}\right\|=0, \tag{3.20}
\end{gather*}
$$

for all $i \in \mathbb{N}$. Using (3.4), (3.6), (3.7), and (3.9), we have

$$
\begin{aligned}
\left\|\bar{u}_{n}-x^{*}\right\|^{2} \leq & \left\|u_{n}-x^{*}\right\|^{2} \leq\left\|y_{n}-x^{*}\right\|^{2} \\
\leq & \left\|v_{n}-x^{*}\right\|^{2}-\left(2-\xi_{n}\right) \xi_{n} \frac{\left\|\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{4}}{\left\|A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{2}} \\
= & \left\|v_{n}-x^{*}\right\|^{2}-\left(2-\xi_{n}\right) \gamma_{n}\left\|\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{2} \\
\leq & \left\|x_{n}-x^{*}\right\|^{2}+2 \theta_{n}\left\|x_{n}-x_{n-1}\right\|\left\|x_{n}-x^{*}\right\| \\
& +\theta_{n}^{2}\left\|x_{n}-x_{n-1}\right\|^{2}-\left(2-\xi_{n}\right) \gamma_{n}\left\|\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{2} .
\end{aligned}
$$

## So

$$
\begin{aligned}
\left\|x_{n+1}-x^{*}\right\|^{2} \leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left(1-\vartheta_{n}\right)\left\|\bar{u}_{n}-x^{*}\right\|^{2} \\
\leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left\|x_{n}-x^{*}\right\|^{2}+2 \theta_{n}\left\|x_{n}-x_{n-1}\right\|\left\|x_{n}-x^{*}\right\| \\
& +\theta_{n}^{2}\left\|x_{n}-x_{n-1}\right\|^{2}-\left(2-\xi_{n}\right) \gamma_{n}\left\|\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{2},
\end{aligned}
$$

which implies that

$$
\begin{aligned}
\left(2-\xi_{n}\right) \gamma_{n}\left\|\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{2} \leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left\|x_{n}-x^{*}\right\|^{2}-\left\|x_{n+1}-x^{*}\right\|^{2} \\
& +2 \theta_{n}\left\|x_{n}-x_{n-1}\right\|\left\|x_{n}-x^{*}\right\|+\theta_{n}^{2}\left\|x_{n}-x_{n-1}\right\|^{2} .
\end{aligned}
$$

Therefore, it follows from conditions $\left(C_{5}\right)$ and $\left(C_{6}\right)$ and (3.16) that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \gamma_{n}\left\|\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|=0 \tag{3.21}
\end{equation*}
$$

By using Lemma 2.4, we have

$$
\begin{aligned}
& \left\|y_{n}-x^{*}\right\|^{2} \\
= & \left\|J_{\lambda_{n}}^{B_{1}}\left(v_{n}-\gamma_{n} A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right)-J_{\lambda_{n}}^{B_{1}} x^{*}\right\|^{2} \\
\leq & \left\langle J_{\lambda_{n}}^{B_{1}}\left(v_{n}-\gamma_{n} A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right)\right) A v_{n}-J_{\lambda_{n}}^{B_{1}} x^{*}, v_{n}-\gamma_{n} A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}-x^{*}\right\rangle \\
= & \left\langle y_{n}-x^{*}, v_{n}-\gamma_{n} A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}-x^{*}\right\rangle \\
= & \frac{1}{2}\left[\left\|y_{n}-x^{*}\right\|^{2}+\left\|v_{n}-\gamma_{n} A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}-x^{*}\right\|^{2}-\left\|y_{n}-v_{n}+\gamma_{n} A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{2}\right] \\
\leq & \frac{1}{2}\left[\left\|y_{n}-x^{*}\right\|^{2}+\left\|v_{n}-x^{*}\right\|^{2}-\left\|y_{n}-v_{n}+\gamma_{n} A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{2}\right] \\
\leq & \frac{1}{2}\left[\left\|y_{n}-x^{*}\right\|^{2}+\left\|v_{n}-x^{*}\right\|^{2}-\left\|y_{n}-v_{n}\right\|^{2}-\gamma_{n}^{2}\left\|A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|^{2}\right. \\
& \left.+2 \gamma_{n}\left\|y_{n}-v_{n}\right\|\left\|A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|\right],
\end{aligned}
$$

which implies that

$$
\begin{equation*}
\left\|y_{n}-x^{*}\right\|^{2} \leq\left\|v_{n}-x^{*}\right\|^{2}-\left\|y_{n}-v_{n}\right\|^{2}+2 \gamma_{n}\left\|y_{n}-v_{n}\right\|\left\|A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\| \tag{3.22}
\end{equation*}
$$

Combining $\left(C_{5}\right)$, (3.6), and (3.22) we have

$$
\begin{aligned}
\left\|x_{n+1}-x^{*}\right\|^{2} \leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left(1-\vartheta_{n}\right)\left\|\bar{u}_{n}-x^{*}\right\|^{2} \\
\leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left(1-\vartheta_{n}\right)\left\|u_{n}-x^{*}\right\|^{2} \\
\leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left(1-\vartheta_{n}\right)\left[\left(1-\delta_{n}\right)\left\|y_{n}-x^{*}\right\|^{2}+\delta_{n}\left\|\sum_{i=1}^{n} \alpha_{n, i} z_{n, i}-x^{*}\right\|^{2}\right] \\
\leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left(1-\delta_{n}\right)\left\|y_{n}-x^{*}\right\|^{2}+\delta_{n} \sum_{i=1}^{n} \alpha_{n, i} d\left(z_{n, i}, S_{i} x^{*}\right)^{2} \\
\leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left(1-\delta_{n}\right)\left\|y_{n}-x^{*}\right\|^{2}+\delta_{n} \sum_{i=1}^{n} \alpha_{n, i} H\left(S_{i} y_{n}, S_{i} x^{*}\right)^{2} \\
\leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left(1-\delta_{n}\right)\left\|y_{n}-x^{*}\right\|^{2} \\
& +\delta_{n} \sum_{i=1}^{n} \alpha_{n, i}\left[\left\|y_{n}-x^{*}\right\|^{2}+k_{i} d\left(y_{n}, S_{i} y_{n}\right)^{2}\right] \\
\leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left\|y_{n}-x^{*}\right\|^{2}+\delta_{n} k \sum_{i=1}^{n} \alpha_{n, i}\left\|y_{n}-z_{n, i}\right\|^{2} \\
\leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left\|v_{n}-x^{*}\right\|^{2}-\left\|y_{n}-v_{n}\right\|^{2} \\
& +2 \gamma_{n}\left\|y_{n}-v_{n}\right\|\left\|A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|+\delta_{n} k \sum_{i=1}^{n} \alpha_{n, i}\left\|y_{n}-z_{n, i}\right\|^{2} .
\end{aligned}
$$

Hence, by (3.4), we have

$$
\begin{aligned}
\left\|y_{n}-v_{n}\right\|^{2} \leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left\|v_{n}-x^{*}\right\|^{2}-\left\|x_{n+1}-x^{*}\right\|^{2} \\
& +2 \gamma_{n}\left\|y_{n}-v_{n}\right\|\left\|A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|+\delta_{n} k \sum_{i=1}^{n} \alpha_{n, i}\left\|y_{n}, z_{n, i}\right\|^{2} \\
\leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left\|x_{n}-x^{*}\right\|^{2}-\left\|x_{n+1}-x^{*}\right\|^{2} \\
& +2 \theta_{n}\left\|x_{n}-x_{n-1}\right\|\left\|x_{n}-x^{*}\right\|+\theta_{n}^{2}\left\|x_{n}-x_{n-1}\right\|^{2} \\
& +2 \gamma_{n}\left\|y_{n}-v_{n}\right\|\left\|A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|+\delta_{n} k \sum_{i=1}^{n} \alpha_{n, i}\left\|y_{n}-z_{n, i}\right\|^{2} \\
\leq & \vartheta_{n}\left\|f\left(x_{n}\right)-x^{*}\right\|^{2}+\left\|x_{n}-x^{*}\right\|^{2}-\left\|x_{n+1}-x^{*}\right\|^{2} \\
& +2 \theta_{n}\left\|x_{n}-x_{n-1}\right\|\left\|x_{n}-x^{*}\right\|+\theta_{n}^{2}\left\|x_{n}-x_{n-1}\right\|^{2} \\
& +2 \gamma_{n}\left\|y_{n}-v_{n}\right\|\|A\|\left\|\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right\|+(1-k) k \sum_{i=1}^{n} \alpha_{n, i}\left\|y_{n}-z_{n, i}\right\|^{2} .
\end{aligned}
$$

So, using condition $\left(C_{5}\right),(3.16),(3.18)$ and (3.21), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|y_{n}-v_{n}\right\|=0 \tag{3.23}
\end{equation*}
$$

From condition $\left(C_{2}\right)$, Remark 3.1, (3.18), and (3.20), we can obtain the following formulae:

$$
\begin{gather*}
\left\|u_{n}-y_{n}\right\|^{2} \leq \delta_{n} \sum_{i=1}^{n} \alpha_{n, i}\left\|y_{n}-z_{n, i}\right\|^{2} \leq(1-k) \sum_{i=1}^{n} \alpha_{n, i}\left\|y_{n}-z_{n, i}\right\|^{2} \rightarrow 0  \tag{3.24}\\
\left\|\bar{u}_{n}-u_{n}\right\|^{2} \leq \beta_{n}\left\|W_{n} u_{n}-u_{n}\right\|^{2} \rightarrow 0  \tag{3.25}\\
\left\|v_{n}-x_{n}\right\|=\theta_{n}\left\|x_{n}-x_{n-1}\right\| \rightarrow 0 \tag{3.26}
\end{gather*}
$$

Hence, it follows from condition $\left(C_{5}\right)$ and (3.23)-(3.26) that

$$
\begin{aligned}
\left\|x_{n+1}-x_{n}\right\| & \leq\left\|x_{n+1}-\bar{u}_{n}\right\|+\left\|\bar{u}_{n}-u_{n}\right\|+\left\|u_{n}-y_{n}\right\|+\left\|y_{n}-v_{n}\right\|+\left\|v_{n}-x_{n}\right\| \\
& \leq \vartheta_{n}\left\|f\left(x_{n}\right)-\bar{u}_{n}\right\|+\left\|\bar{u}_{n}-u_{n}\right\|+\left\|u_{n}-y_{n}\right\|+\left\|y_{n}-v_{n}\right\|+\left\|v_{n}-x_{n}\right\| \\
& \rightarrow 0
\end{aligned}
$$

Next we show that $\limsup _{n \rightarrow \infty}\left\langle f\left(x^{*}\right)-x^{*}, x_{n}-x^{*}\right\rangle \leq 0$. To show this, let $\left\{x_{n_{j}}\right\}$ be a subsequence of $\left\{x_{n}\right\}$ such that

$$
\limsup _{n \rightarrow \infty}\left\langle f\left(x^{*}\right)-x^{*}, x_{n}-x^{*}\right\rangle=\lim _{j \rightarrow \infty}\left\langle f\left(x^{*}\right)-x^{*}, x_{n_{j}}-x^{*}\right\rangle
$$

Since $\left\{x_{n}\right\}$ is bounded, there exists a subsequence $\left\{x_{n_{j_{k}}}\right\}$ of $\left\{x_{n_{j}}\right\}$ and $p \in H_{1}$ such that $x_{n_{j_{k}}} \rightharpoonup p$. Without loss of generality, we may assume that $x_{n_{j}} \rightharpoonup p$. By (3.23), (3.24), and (3.26), we have $v_{n_{j}} \rightharpoonup p, u_{n_{j}} \rightharpoonup p$ and $y_{n_{j}} \rightharpoonup p$. So, for any $i \in \mathbb{N}$, by (3.19) and the demiclosedness of $I-S_{i}$ at zero, we obtain $p \in \cap_{i=1}^{\infty} F\left(S_{i}\right)$. Since $A$ is a bounded linear, we have $\left\langle z, A x_{n_{j}}-A p\right\rangle=$ $\left\langle A^{*} z, x_{n_{j}}-p\right\rangle \rightarrow 0$ as $j \rightarrow \infty$ for all $z \in H_{2}$. This implies that $A x_{n_{j}} \rightharpoonup A p$. From (3.17) and the demiclosedness of $I-J_{\lambda_{n}}^{B_{2}}$ at zero, we have that $A p \in F\left(J_{\lambda_{n}}^{B_{2}}\right)=B_{2}^{-1} 0$.

Now we show that $p \in B_{1}^{-1} 0$. Indeed, due to $y_{n}=J_{\lambda_{n}}^{B_{1}}\left(v_{n}-\gamma_{n} A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right)$, we have

$$
\frac{1}{\lambda_{n}}\left(v_{n}-y_{n}-\gamma_{n} A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right) \in B_{1} y_{n}
$$

By the monotonicity of $B_{1}$, we have $\left\langle y_{n}-v, \frac{1}{\lambda_{n}}\left(v_{n}-y_{n}-\gamma_{n} A^{*}\left(I-J_{\lambda_{n}}^{B_{2}}\right) A v_{n}\right)-w\right\rangle \geq 0$ for all $(v, w) \in G\left(B_{1}\right)$. Taking $n=n_{j}$, condition $\left(C_{1}\right), y_{n_{j}} \rightharpoonup p$, and (3.23) imply that $\langle p-v,-w\rangle \geq 0$. Thus $0 \in B_{1} p$, i.e., $p \in B_{1}^{-1} 0$. Hence, $p \in \Gamma$. Suppose that $p \notin F(W)$, i.e., $W p \neq p$. Since $\left\{u_{n}\right\}$ is bounded, there exists a bounded set $K \subset C$ such that $\left\{u_{n}\right\} \subset K$. It follows from Lemma 2.7 and (3.20) that

$$
\begin{align*}
\left\|W u_{n}-u_{n}\right\| & \leq\left\|W u_{n}-W_{n} u_{n}\right\|+\left\|W_{n} u_{n}-u_{n}\right\| \\
& \leq \sup _{x \in K}\left\|W x-W_{n} x\right\|+\left\|W u_{n}-W_{n} u_{n}\right\| \rightarrow 0 . \tag{3.27}
\end{align*}
$$

So it follows from Lemma 2.8 and (3.27) that

$$
\begin{aligned}
\underset{j \rightarrow \infty}{\liminf }\left\|u_{n_{j}}-p\right\| & <\underset{j \rightarrow \infty}{\liminf }\left\|u_{n_{j}}-W p\right\| \\
& \leq \liminf _{j \rightarrow \infty}\left\{\left\|u_{n_{j}}-W u_{n_{j}}\right\|+\left\|W u_{n_{j}}-W p\right\|\right\} \\
& \leq \liminf _{j \rightarrow \infty}\left\{\left\|u_{n_{j}}-W u_{n_{j}}\right\|+\left\|u_{n_{j}}-p\right\|\right\} \\
& \leq \liminf _{j \rightarrow \infty}\left\|u_{n_{j}}-p\right\|,
\end{aligned}
$$

which is a contradiction. Therefore, Lemma 2.6 yields $p \in F(W)=\cap_{i=1}^{\infty} F\left(T_{i}\right)$. Hence, $p \in \Omega$. Since $x^{*}$ satisfies inequality (3.2), we obtain

$$
\underset{n \rightarrow \infty}{\limsup }\left\langle f\left(x^{*}\right)-x^{*}, x_{n}-x^{*}\right\rangle=\lim _{j \rightarrow \infty}\left\langle f\left(x^{*}\right)-x^{*}, x_{n_{j}}-x^{*}\right\rangle=\left\langle f\left(x^{*}\right)-x^{*}, p-x^{*}\right\rangle \leq 0 .
$$

It follows from $\left(C_{5}\right)$ and $\lim _{n \rightarrow \infty}\left\|x_{n+1}-x_{n}\right\|=0$ that

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} b_{n} \leq & \frac{2}{1-\tau} \limsup _{n \rightarrow \infty}\left\langle f\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle \\
& +\frac{2}{1-\tau} \limsup _{n \rightarrow \infty} \frac{2 \theta_{n}\left(1-\vartheta_{n}\right)}{\vartheta_{n}}\left\|x_{n}-x_{n-1}\right\|\left\|x_{n+1}-x^{*}\right\| \\
\leq & \frac{2}{1-\tau} \limsup _{n \rightarrow \infty}\left\langle f\left(x^{*}\right)-x^{*}, x_{n+1}-x_{n}\right\rangle \\
& +\frac{2}{1-\tau} \limsup _{n \rightarrow \infty}\left\langle f\left(x^{*}\right)-x^{*}, x_{n}-x^{*}\right\rangle \\
\leq & \frac{2}{1-\tau} \lim _{j \rightarrow \infty}\left\langle f\left(x^{*}\right)-x^{*}, x_{n_{j}}-x^{*}\right\rangle \\
\leq & \frac{2}{1-\tau}\left\langle f\left(x^{*}\right)-x^{*}, p-x^{*}\right\rangle \\
\leq & 0 .
\end{aligned}
$$

Hence, by applying Lemma 2.9 to (3.15), we can deduce that $x_{n} \rightarrow x^{*}$ as $n \rightarrow \infty$.
Case 2. Suppose that $\left\{\left\|x_{n}-x^{*}\right\|\right\}$ is not a monotonicaly decreasing sequence. Then there exsits a subsequence $\left\{n_{i}\right\}$ of $\{n\}$ such that $\left\|x_{n_{i}}-x^{*}\right\|<\left\|x_{n_{i+1}}-x^{*}\right\|$ for all $i \in \mathbb{N}$. Define a positive integer sequence $\{\rho(n)\}$ by

$$
\rho(n):=\max \left\{m \leq n:\left\|x_{m}-x^{*}\right\|<\left\|x_{m+1}-x^{*}\right\|\right\}
$$

for all $n \geq n_{0}^{*}$. Combining this with Lemma 2.10, we obtain that

$$
\begin{equation*}
\left\|x_{\rho(n)}-x^{*}\right\|^{2} \leq\left\|x_{\rho(n)+1}-x^{*}\right\|^{2} \tag{3.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|x_{n}-x^{*}\right\|^{2} \leq\left\|x_{\rho(n)+1}-x^{*}\right\|^{2} . \tag{3.29}
\end{equation*}
$$

Take $n=\rho(n)$ in (3.13) and (3.14). From the conditions $\left(C_{2}\right)-\left(C_{6}\right)$, we have

$$
\begin{gather*}
\lim _{n \rightarrow \infty}\left\|\left(I-J_{\lambda_{\rho(n)} B_{2}}^{\lambda_{2}}\right) A v_{\rho(n)}\right\|=0,  \tag{3.30}\\
\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \alpha_{\rho(n), i}\left\|y_{\rho(n)}-z_{\rho(n), i}\right\|^{2}=0,  \tag{3.31}\\
\lim _{n \rightarrow \infty}\left\|y_{\rho(n)}-z_{\rho(n), i}\right\|^{2}=0,  \tag{3.32}\\
\lim _{n \rightarrow \infty}\left\|W_{\rho(n)} u_{\rho(n)}-u_{\rho(n)}\right\|=0 . \tag{3.33}
\end{gather*}
$$

From (3.2), (3.30)-(3.33) and by the similar proof of Case 1, we obtain

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} b_{\rho(n)} \leq \frac{2\left\langle f\left(x^{*}\right)-x^{*}, p-x^{*}\right\rangle}{1-\tau} \leq 0 . \tag{3.34}
\end{equation*}
$$

From (3.15), we have

$$
\begin{equation*}
\left\|x_{\rho(n)+1}-x^{*}\right\|^{2} \leq\left[1-\vartheta_{\rho(n)}(1-\tau)\right]\left\|x_{\rho(n)}-x^{*}\right\|^{2}+\vartheta_{\rho(n)}(1-\tau) b_{\rho(n)}, \tag{3.35}
\end{equation*}
$$

which together with (3.28) implies

$$
\begin{aligned}
\vartheta_{\rho(n)}(1-\tau)\left\|x_{\rho(n)}-x^{*}\right\|^{2} & \leq\left\|x_{\rho(n)}-x^{*}\right\|^{2}-\left\|x_{\rho(n)+1}-x^{*}\right\|^{2}+\vartheta_{\rho(n)}(1-\tau) b_{\rho(n)} \\
& \leq \vartheta_{\rho(n)}(1-\tau) b_{\rho(n)}
\end{aligned}
$$

Hence, it follows that $\left\|x_{\rho(n)}-x^{*}\right\|^{2} \leq b_{\rho(n)}$. Then combining this with (3.34), we have

$$
\lim _{n \rightarrow \infty}\left\|x_{\rho(n)}-x^{*}\right\|^{2}=0
$$

Meanwhile, we also have $\lim _{n \rightarrow \infty}\left\|x_{\rho(n)+1}-x^{*}\right\|^{2}=0$ due to (3.35) and condition $\left(C_{5}\right)$. Hence, it follows from (3.29) that $\lim _{n \rightarrow \infty}\left\|x_{n}-x^{*}\right\|^{2}=0$, i.e., the sequence $\left\{x_{n}\right\}$ converges strongly to $x^{*}$. This completes the proof.

## 4. Applications

Let $C$ and $Q$ be nonempty, closed, and convex subsets of $H_{1}$ and $H_{2}$, respectively, and let $A: H_{1} \rightarrow H_{2}$ be a bounded linear operator. The split feasibility problem (SFP) is to find a point

$$
\begin{equation*}
x^{*} \in C \text { such that } A x^{*} \in Q . \tag{4.1}
\end{equation*}
$$

Applying Theorem 3.1, we obtain a strongly convergent result without a priori estimate of the operator norm for finding a common solution of the SFP (4.1) and the common fixed point problem for multivalued demicontractive mappings and strict pseudo-contractive mappings as follows.

Theorem 4.1. Let $C$ and $Q$ be nonempty, closed, and convex subsets of $H_{1}$ and $H_{2}$, respectively, and let $A: H_{1} \rightarrow H_{2}$ be a bounded linear operator. Let $S_{i}: C \rightarrow C B(C)$ be a multivalued $\widetilde{k}_{i^{-}}$ demicontractive mapping. Let $T_{i}: C \rightarrow C$ be a $k_{i}$-strictly pseudo-contractive mapping, and let $\left\{\zeta_{i}\right\}$ be a real sequence such that $0<\zeta_{i} \leq \widetilde{b}<1$ for all $i \in \mathbb{N}$. Suppose that $\Omega:=\left(\cap_{i=1}^{\infty} F\left(S_{i}\right)\right) \cap$ $A^{-1}(Q) \cap\left(\cap_{i=1}^{\infty} F\left(T_{i}\right)\right) \neq \emptyset$. Let $f: H_{1} \rightarrow H_{1}$ be a $\tau$-contractive mapping with $\tau \in(0,1)$. Let $\left\{x_{n}\right\}$ be a sequence generated iteratively by $x_{1}, x_{2} \in C$ and

$$
\left\{\begin{array}{l}
v_{n}=x_{n}+\theta_{n}\left(x_{n}-x_{n-1}\right)  \tag{4.2}\\
y_{n}=P_{C}\left(v_{n}-\gamma_{n} A^{*}\left(I-P_{Q}\right) A v_{n}\right) \\
u_{n}=\left(1-\delta_{n}\right) y_{n}+\delta_{n} \sum_{i=1}^{n} \alpha_{n, i} z_{n, i} \\
x_{n+1}=\vartheta_{n} f\left(x_{n}\right)+\left(1-\vartheta_{n}\right)\left[\left(1-\beta_{n}\right) u_{n}+\beta_{n} W_{n} u_{n}\right]
\end{array}\right.
$$

where $n \geq 2, z_{n, i} \in S_{i} y_{n}$, and $\theta_{n}$ is defined by

$$
\theta_{n}=\left\{\begin{array}{lc}
\min \left\{\frac{\tau_{n}}{\left\|x_{n}-x_{n-1}\right\|},\right. & \left.\frac{n-1}{n+\theta-1}\right\}, \\
\frac{n-1}{n+\theta-1}, & \text { if } x_{n} \neq x_{n-1} \\
\text { otherwise }
\end{array}\right.
$$

where $\theta \geq 3$ and the stepsize $\gamma_{n}$ is selected in a way:

$$
\gamma_{n}=\left\{\begin{array}{lr}
\frac{\xi_{n}\left\|\left(I-P_{Q}\right) A v_{n}\right\|^{2}}{\left\|A^{*}\left(I-P_{Q}\right) A v_{n}\right\|^{2}}, & \text { if } A v_{n} \notin Q \\
1, & \text { otherwise },
\end{array}\right.
$$

and the sequences $\left\{\alpha_{n, i}\right\},\left\{\vartheta_{n}\right\},\left\{\delta_{n}\right\},\left\{\xi_{n}\right\},\left\{\tau_{n}\right\}$ and $\left\{\beta_{n}\right\}$ satisfy the conditions $\left(C_{2}\right)-\left(C_{6}\right)$ in Theorem 3.1. If $S_{i}$ satisfies the endpoint condition and $I-S_{i}$ is demiclosed at zero for all $i \in \mathbb{N}$, then the sequence $\left\{x_{n}\right\}$ converges strongly to a point $x^{*} \in \Omega$, where $x^{*}=P_{\Omega} f\left(x^{*}\right)$.

Proof. Setting $B_{1}:=N_{C}=\partial i_{C}$ and $B_{2}:=N_{Q}=\partial i_{Q}$, we have that $B_{1}$ and $B_{2}$ are maximal monotone. We also have $J_{\lambda}^{B_{1}}=P_{C}$ and $J_{\lambda}^{B_{2}}=P_{Q}$ for $\lambda>0$, and $B_{1}^{-1} 0=C$ and $B_{2}^{-1} 0=Q$. Hence, the result is obtained by Theorem 3.1 immediately.

Let $g_{1}: H_{1} \rightarrow(-\infty, \infty]$ and $g_{2}: H_{2} \rightarrow(-\infty, \infty]$ be two proper, lower semicontinuous, and convex functions, and let $A: H_{1} \rightarrow H_{2}$ be a bounded linear operator. The split minimization problem (SMP) is reduced to finding a point $x^{*} \in H_{1}$ such that

$$
\begin{equation*}
x^{*} \in \operatorname{Argmin} g_{1} \text { and } A x^{*} \in \operatorname{Argmin} g_{2} . \tag{4.3}
\end{equation*}
$$

Applying Theorem 3.1, we can obtain a strongly convergent result without a priori estimate of the operator norm for finding a common solution of the SMP (4.3) and the common fixed point problem of the multivalued demicontractive mappings and strict pseudo-contractive mappings as follows.

Theorem 4.2. Let $A: H_{1} \rightarrow H_{2}$ be a bounded linear operator. Let $S_{i}: H_{1} \rightarrow C B\left(H_{1}\right)$ be a multivalued $\widetilde{k}_{i}$-demicontractive mapping. Let $T_{i}: H_{1} \rightarrow H_{1}$ be $k_{i}$-strictly pseudo-contractive mapping, and let $\left\{\zeta_{i}\right\}$ be a real sequence such that $0<\zeta_{i} \leq \widetilde{b}<1$ for all $i \in \mathbb{N}$. Let $g_{1}: H_{1} \rightarrow(-\infty, \infty]$ and $g_{2}: H_{2} \rightarrow(-\infty, \infty]$ be two proper, lower semicontinuous, and convex functions. Suppose that $\Omega:=\left(\cap_{i=1}^{\infty} F\left(S_{i}\right)\right) \cap \Theta \cap\left(\cap_{i=1}^{\infty} F\left(T_{i}\right)\right) \neq \emptyset$, where $\Theta=\left\{x \in\right.$ Argmin $g_{1}:$ Ax $\in$ Argmin $\left.g_{2}\right\}$. Let $f: H_{1} \rightarrow H_{1}$ be a $\tau$-contractive mapping with $\tau \in(0,1)$. Let $\left\{x_{n}\right\}$ be a sequence generated
iteratively by; $x_{1}, x_{2} \in H_{1}$, and

$$
\left\{\begin{array}{l}
v_{n}=x_{n}+\theta_{n}\left(x_{n}-x_{n-1}\right), \\
y_{n}=\operatorname{Prox}_{\lambda_{n} g_{1}}\left(v_{n}-\gamma_{n} A^{*}\left(I-\operatorname{Prox}_{\lambda_{n} g_{2}}\right) A v_{n}\right) \\
u_{n}=\left(1-\delta_{n}\right) y_{n}+\delta_{n} \sum_{i=1}^{n} \alpha_{n, i} z_{n, i} \\
x_{n+1}=\vartheta_{n} f\left(x_{n}\right)+\left(1-\vartheta_{n}\right)\left[\left(1-\beta_{n}\right) u_{n}+\beta_{n} W_{n} u_{n}\right]
\end{array}\right.
$$

where $n \geq 2, z_{n, i} \in S_{i} y_{n}$, and $\theta_{n}$ is defined by

$$
\theta_{n}=\left\{\begin{array}{lc}
\min \left\{\frac{\tau_{n}}{\left\|x_{n}-x_{n-1}\right\|},\right. & \left.\frac{n-1}{n+\theta-1}\right\}, \\
\frac{n-1}{n+\theta-1}, & \text { otherwise } x_{n} \neq x_{n-1}
\end{array}\right.
$$

where $\theta \geq 3$ and the stepsize $\gamma_{n}$ is selected in a way:

$$
\gamma_{n}= \begin{cases}\frac{\xi_{n} \|\left(I-\text { Prox }_{\lambda n g_{2}}\right) A v_{n} \|^{2}}{\| A^{*}\left(I-\text { Prox }_{\lambda n g_{2}}\right) A v_{n} \|^{2}}, & \text { if Av} \notin \text { Argmin } g_{2}, \\ 1, & \text { otherwise },\end{cases}
$$

and the sequences $\left\{\lambda_{n}\right\},\left\{\alpha_{n, i}\right\},\left\{\vartheta_{n}\right\},\left\{\delta_{n}\right\},\left\{\xi_{n}\right\},\left\{\tau_{n}\right\}$ and $\left\{\beta_{n}\right\}$ satisfy the conditions $\left(C_{1}\right)$ - $\left(C_{6}\right)$ in Theorem 3.1. If $S_{i}$ satisfies the endpoint condition and $I-S_{i}$ is demiclosed at zero for all $i \in \mathbb{N}$, then the sequence $\left\{x_{n}\right\}$ converges strongly to a point $x^{*} \in \Omega$, where $x^{*}=P_{\Omega} f\left(x^{*}\right)$.
Proof. Taking $C=H_{1}, B_{1}=\partial g_{1}$ and $B_{2}=\partial g_{2}$, we have $B_{1}$ and $B_{2}$ are maximal monotone. One can show that Argmin $g_{1}=\left(\partial g_{1}\right)^{-1} 0=B_{1}^{-1} 0$ and Argmin $g_{2}=\left(\partial g_{2}\right)^{-1} 0=B_{2}^{-1} 0$. Obviously, the result is obtained by Theorem 3.1.

## 5. Numerical Example

In this section, we present a numerical example to demonstrate the efficiency of our algorithm.

Example 5.1. Let $H_{1}=R$ and $H_{2}=R^{3}$. For each $i \in \mathbb{N}$, define a multivalued mapping $S_{i}: R \rightarrow$ $C B(R)$ as follows:

$$
S_{i} x= \begin{cases}{\left[-\frac{3 i}{2 i+1} x,-\frac{4 i}{2 i+1} x\right],} & \text { if } x \leq 0 \\ {\left[-\frac{4 i}{2 i+1} x,-\frac{3 i}{2 i+1} x\right],} & \text { if } x>0\end{cases}
$$

Define a bounded linear operator $A: R \rightarrow R^{3}$ by $A x:=(15 x, 6 x,-27 x)$. For each $n \in \mathbb{N}, i \geq 1$, let

$$
\alpha_{n, i}= \begin{cases}\frac{1}{2^{i}}\left(\frac{n}{n+1}\right), & \text { if } n>i \\ 1-\frac{n}{n+1}\left(1-\left(\frac{1}{2}\right)^{n-1}\right), & \text { if } n=i \\ 0, & \text { otherwise }\end{cases}
$$

Let $B_{1}: R \rightarrow 2^{R}$ be defined by

$$
B_{1}(x):=\left\{\begin{array}{l}
\left\{u \in R: z^{2}+x z-2 x^{2} \geq(z-x) u, \forall z \in[-9,3]\right\}, \text { if } x \in[-9,3], \\
\emptyset, \quad \text { otherwise. }
\end{array}\right.
$$

Define a maximal monotone mapping $B_{2}: R^{3} \rightarrow 2^{R^{3}}$ by $B_{2}:=\partial g$, where $g: R^{3} \rightarrow R$ is a function defined by $g(x, y, z)=\frac{|2 x-5 y+3 z|^{2}}{2}$. Take $\lambda_{n}=1, \tau_{n}=1 /(n+3)^{2}, \theta=3, \lambda_{n}=1, \delta_{n}=n /(6 n+$ 1), $\vartheta_{n}=1 /(n+3), \beta_{n}=(n+1) /(2 n+3)$, and $\xi_{n}=\sqrt{\frac{3 n+1}{n+2}}$. Define a contraction $f$ by $f(x)=$ $(1 / 2) x$ with $\tau=1 / 2$ and an infinite family of mappings $T_{n}: R \rightarrow R$ by $T_{n} x=-\frac{2}{n} x$ for all $x \in R, T_{n}^{\prime}=t_{n} I+\left(1-t_{n}\right) T_{n}, t_{n} \in\left[k_{n}, 1\right)$. Let $\left\{\zeta_{n}\right\}$ be a sequence of nonnegative real numbers
defined by $\zeta_{n}=n /(3 n-1)$ for all $n \in \mathbb{N}$ and $\left\{W_{n}\right\}$ be generated by $\left\{T_{n}\right\},\left\{\zeta_{n}\right\}$ and $\left\{t_{n}\right\}$. Choose $k_{n}=t_{n}=1 /(n+2)$ for all $n \in \mathbb{N}$. Then the sequence $\left\{x_{n}\right\}$ generated by (3.1) converges strongly to $0=P_{\Omega} f(0)$.

Indeed, from Example 2.1, we know that $S_{i}$ is multivalued $\widetilde{k}_{i}$-demicontractive mapping with $\widetilde{k}_{i}=\frac{12 i^{2}-4 i-1}{25 i^{2}+10 i+1} \in(0,1), I-S_{i}$ is demiclosed at zero for all $i \in \mathbb{N}$, and $k=\sup _{i \in \mathbb{N}} \widetilde{k}_{i}=\frac{12}{25}<1$. By [15, Theorem 4.2], $B_{1}$ is maximal monotone. The resolvents of $B_{1}$ and $B_{2}$ can be written by $J_{1}^{B_{1}} x=x / 4$ and $J_{1}^{B_{2}}=$ Prox $_{g}=P^{-1}$, where

$$
P=\left(\begin{array}{ccc}
5 & -10 & 6 \\
-10 & 26 & -15 \\
6 & -15 & 10
\end{array}\right)
$$

It is no difficult to verify that $T_{n}$ is $k_{n}$-strict pseudo-contractive mapping for each $n \in \mathbb{N}$. It can also easily be checked that all the conditions on the control sequences in Theorem 3.1 are satisfied. Then algorithm (3.1) reduces to

$$
\left\{\begin{array}{l}
v_{n}=x_{n}+\theta_{n}\left(x_{n}-x_{n-1}\right)  \tag{5.1}\\
y_{n}=\frac{1}{4}\left(v_{n}-\gamma_{n} A^{*}\left(I-P^{-1}\right) A v_{n}\right), \\
u_{n}=\frac{5 n+1}{6 n+1} y_{n}+\frac{n}{6 n+1} \sum_{i=1}^{n} \alpha_{n, i} z_{n, i}, \\
x_{n+1}=\frac{1}{2(n+3)} x_{n}+\frac{n+2}{n+3}\left[\frac{n+2}{2 n+3} u_{n}+\frac{n+1}{2 n+3} W_{n} u_{n}\right]
\end{array}\right.
$$

for all $n \geq 2$, where

$$
\gamma_{n}:=\left\{\begin{array}{l}
\sqrt{\frac{3 n+1}{n+2}}\left\|\left(I-P^{-1}\right) A v_{n}\right\|^{2} \\
\| A^{\top}\left(I-P^{-1}\right) A v_{n}
\end{array} \|^{2}, \text { if } A v_{n} \neq P^{-1}\left(A v_{n}\right),\right.
$$

and

$$
z_{n, i}:= \begin{cases}-\frac{4 i}{2 i+1} y_{n}, & \text { if } y_{n} \leq 0 \\ -\frac{3 i}{2 i+1} y_{n}, & \text { if } y_{n}>0\end{cases}
$$

Hence, the sequence $\left\{x_{n}\right\}$ generated by (5.1) converges strongly to $0 \in \Omega$ by Theorem 3.1.
We choose a pair of initial values to demonstrate the efficiency of our algorithm.


Figure 1. Numerical result for Example 5.1 with $x_{1}=2$ and $x_{2}=1.5$.

TABLE 1. The value of $x_{n}$

| n | $x_{n}$ | n | $x_{n}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 11 | -0.0147 |
| 2 | 1.5 | 12 | 0.0171 |
| 3 | 0.4161 | 13 | -0.0152 |
| 4 | 0.0842 | 14 | 0.0176 |
| 5 | -0.0016 | 15 | -0.0156 |
| 6 | 0.0162 | 16 | 0.0180 |
| 7 | -0.0127 | 17 | -0.0160 |
| 8 | 0.0154 | 18 | 0.0183 |
| 9 | -0.0139 | 19 | -0.0162 |
| 10 | 0.0164 | 20 | 0.0186 |

Thus we can obtain that the sequence $\left\{x_{n}\right\}$ generated by (5.1) converges to $0 \in \Omega=\{0\}$. And we can see from the figure and the table that $\left\{x_{n}\right\}$ converges to 0 . Therefore, the iterative algorithm of Theorem 3.1 is well defined and efficient.

## Acknowledgments

The second author was supported by the Natural Science Foundation of China under Grant No. 11975156.

## REFERENCES

[1] C. Byrne, Y. Censor, A. Gibali, et al, The split common null point problem, J. Nonlinear Convex Anal. 13 (2011), 759-775.
[2] S. Suantai, P. Jailoka, A self-adaptive algorithm for split null point problems and fixed point problems for demicontractive multivalued mappings, Acta Appl. Math. 170 (2020), 883-901.
[3] T. Opeyemi, O.E. Owolabi, O. Mewomo, An inertial algorithm with a self-adaptive step size for a split equilibrium problem and a fixed point problem of an infinite family of strict pseudo-contractions, J. Nonlinear Var. Anal. 5 (2021), 803-829.
[4] B.T. Polyak, Some methods of speeding up the convergence of iteration methods, Comput. Math. Math. Phys. 4 (1964), 1-17.
[5] C.E. Chidume, A.U. Bello, P. Ndambomve, Strong and $\triangle$-convergence theorems for common fixed points of a finite family of multivalued demicontractive mappings in CAT(0) spaces, Abstr. Appl. Anal. 2014 (2014), 1-6.
[6] H.H. Bauschke, P.L. Combettes, Convex Analysis and Monotone Operator Theory in Hilbert Spaces, New York, Springer, 2011.
[7] C.E. Chidume, J.N. Ezeora, Krasnoselskii-type algorithm for family of multi-valued strictly pseudocontractive mappings, Fixed point Thoery Appl. 2014 (2014), 111.
[8] H. Zhou, X. Qin, Fixed Points of Nonlinear Operators, Iterative Methods, De Gruyter, Berlin, 2020.
[9] S. Wang, A general iterative method for obtaining an infinite family of strictly pseudo-contractive mappings in Hilbert spaces, Appl. Math. Lett. 24 (2011), 901-907.
[10] K. Shimoji, W. Takahashi, Strong convergence to common fixed points of infinite nonexpansive mappings and applications, Taiwanese J. Math. 5 (2001), 387-404.
[11] S.S. Chang, H.W.J. Lee, C.K. Chan, A new method for solving equilibrium problem fixed point problem and variational inequality problem with application to optimization, Nonlinear Anal. 70 (2009), 3307-3319.
[12] Z. Opial, Weak convergence of the sequence of successive approximation for nonexpansive mapppings, Bull. Amer. Math. Soc. 73 (1967), 591-597.
[13] H.K. Xu, An iterative approach to quadratic optimization, J. Optim. Theory Appl. 116 (2003), 659-678.
[14] P.E. Maingé, Strong convergence of projected subgradient methods for nonsmoth and nonstrictly convex minimization, Set-Valued Anal. 16 (2008), 899-912.
[15] S. Takahashi, W. Takahashi, M.T. Toyoda, Strong convergence theorems for maximal monotone operators with nonlinear mapppings in Hilbert spaces, J. Optim. Theory Appl. 147 (2010), 27-41.


[^0]:    *Corresponding author.
    E-mail address: wangyaqin0579@126.com (Y. Wang).
    Received November 11, 2022; Accepted January 6, 2023

