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#### Abstract

The paper is devoted to two problems pivotal in the generation theory. The first concerns verifying whether a normalized holomorphic function is an infinitesimal generator. It is also important to trace the influence of properties of a generator on the dynamic behavior of the generated semigroup. Recently, these problems have been studied using the so-called filtrations of generators. In this paper we study three filtrations. The study of the first began earlier, the second is a new one, while the third consists of functions studied previously with no connection to complex dynamics. For all filtration classes studied in the paper, dynamic properties of the corresponding semigroups are established and estimates for the Fekete-Szegö functional are given.
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## 1. Introduction

Semigroups of non-linear maps is a natural generalization of semigroups of linear operators. As for the one-dimensional case, the breakthrough in the theory of semigroups holomorphic self-mappings of the open unit disk is associated with the work by Berkson and Porta [2]. They proved that every semigroup is generated and the structure of generators was discovered. Later, the coherent generation theory in Banach spaces was established starting from the work [21] by Simeon Reich and the third author. During the last decades, various characterizations of semigroup generators have been found, see details in the monographs [3, 13, 14, 22] and the references therein. It is especially interesting to trace the influence of properties of a generator on the dynamic behavior of the generated semigroup.

Despite of the presence of various criteria for generators, in some specific situations it is difficult to check whether a given function belongs to the set of all generators. It is even harder to check special dynamic properties. At the same time, there are some sufficient conditions providing that a function belongs to a proper subclass of all generators the verification of which is easier. This idea served a basis for the so-called filtration theory of generators, beginning from
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the work [4]. Some concrete filtrations have been introduced and studied in [4, 11, 15, 26] and other works.

In this paper, we focus on the one-dimensional case and provide certain sufficient conditions, including a parameter, for a function to be a generator. We study three concrete filtrations with an emphasis on dynamic properties of semigroups generated by elements of different filtration families.

On the other hand, each filtration family is a class of analytic (and sometimes univalent) functions in the open unit disk that is interesting itself. Since evaluation of certain functionals over different classes of analytic (univalent) functions is one of the classical problems in geometric function theory, we investigate this problem for linear and quadratic functionals over all filtration classes we consider.

The structure of the paper is the following. After the preliminaries presented in Section 2, we turn to study filtrations of generators. Section 3 is devoted to the so-called analytic filtration. Families of this filtration are convex sets defined by some linear functionals. It was partially studied in $[4,15,26]$. We supplement the previous results by expanding the range of the parameter from the interval $[0,1]$ to $(-\infty, 1]$, give a new characterization of the filtration sets as well as sharp estimates of the generalized Zalcman's functional over these sets. Another filtration, presented in Section 4, is a new one. We call it the pseudo-analytic filtration since its sets are defined by the absolute value of the same linear functional as ones of the analytic filtration. The dynamic and geometric properties of pseudo-analytical filtration are established. The last filtration studied in this paper consists of prestarlike functions (Section 5). This term was introduced by Ruscheweyh [24]. The embedding of the classes of prestarlike functions was established by Suffridge [28]. Paying attention to the fact that these classes form a filtration of generators, we study the dynamic behavior of semigroups generated by such generators. In addition, we give estimates on the Fekete-Szegö functional over the classes of the prestarlike filtration.

It is worth to mention that an analytic function is a semigroup generator if and only if it produces the so-called resolvent family. Every its element (non-linear resolvent) is a univalent function. Thus each filtration of generators on a natural way produces parametrical-embedded families of univalent functions (namely, resolvents). For these families sharp bounds on their Taylor coefficients and the Fekete-Szegö functional is established at the end of Section 5. For the class of all generators, this problem was studied earlier in [8, 10].

## 2. Preliminaries

Let $\mathbb{D}$ be the open unit disk in the complex plane $\mathbb{C}$. Denote by $\operatorname{Hol}(\mathbb{D}, \mathbb{C})$ the set of holomorphic functions on $\mathbb{D}$, and $\operatorname{byol}(\mathbb{D}):=\operatorname{Hol}(\mathbb{D}, \mathbb{C})$, the set of all holomorphic selfmappings of $\mathbb{D}$. Denote by $\mathscr{A}$ the subset of $\operatorname{Hol}(\mathbb{D}, \mathbb{C})$ consisting of functions normalized by $f(0)=f^{\prime}(0)-1=0$ and by $\mathscr{P}$ the Carathéodory class, that is, the class of normalized holomorphic functions with positive real part:

$$
\mathscr{P}:=\{q \in \operatorname{Hol}(\mathbb{D}, \mathbb{C}): \operatorname{Re} q(z)>0, \quad z \in \mathbb{D} \quad \text { and } \quad q(0)=1\} .
$$

The Carathéodory class plays an important role in geometric function theory and in adjacent fields. In particular, many famous classes of univalent functions are characterized by constrains on some expression containing a tested function. For instance, the class $\mathscr{S}^{*}(\alpha)$ of starlike
functions of order $\alpha \in[0,1)$ is defined by

$$
\mathscr{S}^{*}(\alpha)=\left\{f \in \mathscr{A}: \operatorname{Re} \frac{z f^{\prime}(z)}{f(z)} \geq \alpha\right\} .
$$

Let $f, g \in \mathscr{A}$ and

$$
\Omega=\{\omega \in \operatorname{Hol}(\mathbb{D}): \omega(0)=0\} .
$$

One says that $f$ is subordinate $g$ and write $f \prec g$ if there exists a function $\omega \in \Omega$ such that $f(z)=g(\omega(z))$ for all $z \in \mathbb{D}$. In the case that $g$ is univalent, conditions $f \prec g$ and $f(\mathbb{D}) \subseteq g(\mathbb{D})$ are equivalent.

We now turn to main notions and facts from semigroup theory.
Definition 2.1. A family $\left\{\phi_{t}\right\}_{t \geq 0} \subset \operatorname{Hol}(\mathbb{D})$ is called a one-parameter continuous semigroup (or just semigroup) if
(a) $\phi_{t+s}=\phi_{t} \circ \phi_{s}, t, s \geq 0$; and
(b) $\lim _{t \rightarrow 0^{+}} \phi_{t}=\mathrm{Id}$, where Id is the identity map on $\mathbb{D}$ and the limit is taken with respect to the topology of uniform convergence on compact sets in $\mathbb{D}$.

Moreover, according to the fundamental result by Berkson and Porta [2], the family $\left\{\phi_{t}\right\}_{t \geq 0}$ is differentiable with respect to its parameter $t \geq 0$, and the limit

$$
f=\lim _{t \rightarrow 0^{+}} \frac{1}{t}\left(\operatorname{Id}-\phi_{t}\right),
$$

exists, and defines a holomorphic function on $\mathbb{D}$. Furthermore, $\phi_{t}$ is the solution to the Cauchy problem:

$$
\frac{\partial \phi_{t}(z)}{\partial t}+f\left(\phi_{t}(z)\right)=0 \quad \text { and } \quad \phi_{0}(z)=z \in \mathbb{D}
$$

The function $f$ is called the infinitesimal generator of the semigroup $\left\{\phi_{t}\right\}_{t \geq 0} \subset \operatorname{Hol}(\mathbb{D})$. The class of all holomorphic generators on $\mathbb{D}$ is denoted by $\mathscr{G}$.

The following assertion contains two characterizations of class $\mathscr{G}$.
Theorem 2.1. Let $f \in \operatorname{Hol}(\mathbb{D}, \mathbb{C})$. Then $f \in \mathscr{G}$ if and only if there are a point $\tau \in \overline{\mathbb{D}}$ and a function $q \in \operatorname{Hol}(\mathbb{D}, \mathbb{C})$ with $\operatorname{Re} q(z) \geq 0, z \in \mathbb{D}$ such that

$$
\begin{equation*}
f(z)=(z-\tau)(1-z \bar{\tau}) q(z), \quad z \in \mathbb{D} . \tag{2.1}
\end{equation*}
$$

## Moreover, this representation is unique.

We notice that formula (2.1) was obtained by Berkson and Porta in [2] and is called the Berkson-Porta representation. Let us now return to the case $\tau \in \mathbb{D}$. Up to a Möbius transformation $M_{\tau}\left(M_{\tau}(z)=\frac{\tau-z}{1-z \bar{\tau}}\right)$ of the unit disk, one can always consider generators such that $f(0)=0$, or, what is the same, $\phi_{t}(0)=0$ for all $t \geq 0$. Then $f \in \mathscr{A}$ is an infinitesimal generator if and only if $\operatorname{Re} \frac{f(z)}{z} \geq 0, \quad z \in \mathbb{D} \backslash\{0\}$, see Theorem 2.1. We denote

$$
\mathscr{G}_{0}:=\mathscr{A} \cap \mathscr{G}=\left\{f \in \operatorname{Hol}(\mathbb{D}, \mathbb{C}): \frac{f(z)}{z} \in \mathscr{P}\right\} .
$$

The class $\mathscr{G}_{0}$ is very important for the study of non-autonomous problems and geometric function theory (see, for example, [3, 5, 12, 14, 22]).

Over the years, the study of the asymptotic behavior of semigroups was mainly focused on the local/global rate of convergence and the growth estimates of a semigroup with respect to its
parameter. Different estimates of the rate of convergence of semigroups were obtained. As for the one-dimensional case, the reader can be referred to the books [3, 14, 25], the survey [19] and the references therein. Regarding later results, recall that the semigroup $\left\{\phi_{t}\right\}_{t \geq 0}$ is called exponentially squeezing with squeezing ratio $k>0$ if it satisfies $\left|\phi_{t}(z)\right| \leq|z| e^{-k t}$ for all $t>0$ and $z \in \mathbb{D}$.

Theorem 2.2 (see $[3,4,13]$ ). Let $f \in \mathscr{G}_{0}$ and $\left\{\phi_{t}\right\}_{t \geq 0}$ be the semigroup generated by $f$. Then $\left\{\phi_{t}\right\}_{t \geq 0}$ is exponentially squeezing with squeezing ratio $k>0$ if and only if $\operatorname{Re} \frac{f(z)}{z}>k$ on $\mathbb{D}$.

Another direction in the study of the semigroup properties is focused on the possibility of analytic extension with respect to the semigroup parameter into a complex domain. The problem is to find conditions that provide analytic extension of semigroups along with estimates of that sector in $\mathbb{C}$ to which this extension is possible. The progress in this direction presented, for example, in $[1,7,16]$. To be more specific, fix $\theta \in\left(0, \frac{\pi}{2}\right]$ and denote

$$
\begin{equation*}
\Lambda(\theta)=\{\zeta \in \mathbb{C}:|\arg \zeta|<\theta\} \tag{2.2}
\end{equation*}
$$

Theorem 2.3 (Theorem 2.12 in [16]). Let $\left\{\phi_{t}\right\}_{t \geq 0}$ be a semigroup of holomorphic self-mappings of $\mathbb{D}$ generated by $f \in \mathscr{G}_{0}$, and let $\alpha \in[0,1)$. Then $\left\{\phi_{t}\right\}_{t \geq 0}$ extends analytically to the sector $\Lambda\left(\frac{\pi(1-\alpha)}{2}\right)$ in $\mathbb{C}$ if and only if $\left|\arg \frac{f(z)}{z}\right| \leq \frac{\pi \alpha}{2}$ on $\mathbb{D} \backslash\{0\}$.

The above problems show that it is very important to classify generators up to dynamic properties of the semigroups they generate. To this end, we introduce filtration (or parametric embedding) of infinitesimal generators.
Definition 2.2 (see [4]). Let $J$ be a connected subset of $\mathbb{R}$. A filtration of $\mathscr{G}_{0}$ is a family $\mathfrak{F}=$ $\left\{\mathfrak{F}_{s}\right\}_{s \in J}, \mathfrak{F}_{s} \subseteq \mathscr{G}_{0}$, such that $\mathfrak{F}_{s} \subseteq \mathfrak{F}_{t}$ whenever $s, t \in J$ and $s \leq t$.

Let a filtration $\mathfrak{F}=\left\{\mathfrak{F}_{s}\right\}_{s \in J}$ be given. The above problems induce the following questions:

- find the sharp squeezing ratio for all semigroups generated by elements of every filtration set $\mathfrak{F}_{s}$;
- find the maximal sector into which all these semigroups can be analytically extended.

Obviously, both these quantities are non-increasing with respect to the filtration parameter $s \in J$. We see below that there are filtrations for which the above quantities are decreasing, as well as those for which they are constant on $J$.

To describe certain filtrations in more details, we introduce additional notions.
Definition 2.3 (see [4, 15]). Let $\mathfrak{F}=\left\{\mathfrak{F}_{s}\right\}_{s \in J}, \mathfrak{F}_{s} \subseteq \mathscr{G}_{0}$, be a filtration of $\mathscr{G}_{0}$. We say that the filtration $\left\{\mathfrak{F}_{s}\right\}_{s \in J}$ is strict if $\mathfrak{F}_{s} \subsetneq \mathfrak{F}_{t}$ for $s<t s, t \in J$. In this case for $t \in J$ we set

$$
\begin{equation*}
\partial \mathfrak{F}_{t}=\mathfrak{F}_{t} \backslash \bigcup_{s \in J, s<t} \mathfrak{F}_{s} \tag{2.3}
\end{equation*}
$$

Note that if the boundaries defined by (2.3) are not empty for every $t \in J$, then filtration $\mathfrak{F}$ is strict although for a strict filtration boundaries of its elements might be empty.

## 3. Analytic Filtration

The analytic filtration was studied in several works [4, 15]. We extend the range of the parameter from $[0,1]$ as in that works to $(-\infty, 1]$ and establish new properties of the analytic filtration.

Definition 3.1. We say that a function $f \in \mathscr{A}$ belongs to the class $\mathfrak{A}_{\alpha}, \alpha \leq 1$ if it satisfies the inequality

$$
\begin{equation*}
\operatorname{Re}\left[\alpha \frac{f(z)}{z}+(1-\alpha) f^{\prime}(z)\right] \geq 0, \quad z \in \mathbb{D} \backslash\{0\} \tag{3.1}
\end{equation*}
$$

We first obtained some criteria of the membership of a function $f \in \mathscr{A}$ in the class $\mathfrak{A}_{\alpha}$.
Theorem 3.1. Let $f \in \mathscr{A}$. For $\alpha \in(-\infty, 1]$ denote

$$
\begin{equation*}
F_{\alpha}(z)=\int_{0}^{1} \frac{1+t^{1-\alpha} z}{1-t^{1-\alpha} z} d t \tag{3.2}
\end{equation*}
$$

The following conditions are equivalent:
(1) a function $f$ belongs to $\mathfrak{A}_{\alpha}$;
(2) there is a function $q \in \mathscr{P}$ such that

$$
\begin{equation*}
f(z)=z \int_{0}^{1} q\left(t^{1-\alpha} z\right) d t \tag{3.3}
\end{equation*}
$$

(3) there is a probability measure $\mu$ on the unit circle $\partial \mathbb{D}$ such that

$$
\begin{equation*}
f(z)=z \int_{\partial \mathbb{D}} F_{\alpha}(z \bar{\zeta}) d \mu(\zeta) \tag{3.4}
\end{equation*}
$$

Representation (3.3) for $\alpha \in[0,1]$ was obtained in [4] (see also [15]). We prove it for all $\alpha \leq 1$.
Proof. Let $f \in \mathfrak{A}_{\alpha}$. Then there is a function $q$ of the Carathéodory class such that

$$
\begin{equation*}
\alpha \frac{f(z)}{z}+(1-\alpha) f^{\prime}(z)=q(z) \tag{3.5}
\end{equation*}
$$

Solving this differential equation, we obtain (3.3). Assume now that $f$ can be represented by formula (3.3) with some function $q \in \mathscr{P}$. In turn, $q$ admits the Riesz-Herglotz representation, that is, there is a probability measure $\mu$ on the unit circle such that

$$
q(z)=\oint_{\partial \mathbb{D}} \frac{1+z \bar{\zeta}}{1-z \bar{\zeta}} d \mu(\zeta)
$$

Now, formula (3.3) becomes

$$
\begin{aligned}
f(z) & =z \int_{0}^{1}\left(\oint_{\partial \mathbb{D}} \frac{1+t^{1-\alpha} z \bar{\zeta}}{1-t^{1-\alpha} \bar{\zeta}} d \mu(\zeta)\right) d t \\
& =z \oint_{\partial \mathbb{D}}\left(\int_{0}^{1} \frac{1+t^{1-\alpha} z \bar{\zeta}}{1-t^{1-\alpha} \bar{\zeta}} d t\right) d \mu(\zeta)=z \int_{\partial \mathbb{D}} F_{\alpha}(z \bar{\zeta}) d \mu(\zeta),
\end{aligned}
$$

so (3.4) holds. Assume that condition (3) is fulfilled and hence

$$
f^{\prime}(z)=\int_{\partial \mathbb{D}} F_{\alpha}(z \bar{\zeta}) d \mu(\zeta)+z \int_{\partial \mathbb{D}} F_{\alpha}^{\prime}(z \bar{\zeta}) \bar{\zeta} d \mu(\zeta)
$$

Therefore

$$
\begin{aligned}
\alpha \frac{f(z)}{z}+(1-\alpha) f^{\prime}(z) & =\int_{\partial \mathbb{D}} F_{\alpha}(z \bar{\zeta}) d \mu(\zeta)+(1-\alpha) \int_{\partial \mathbb{D}} F_{\alpha}^{\prime}(z \bar{\zeta}) z \bar{\zeta} d \mu(\zeta) \\
& =\int_{\partial \mathbb{D}} \frac{1+z \bar{\zeta}}{1-z \bar{\zeta}} d \mu(\zeta)
\end{aligned}
$$

by the definition of functions $F_{\alpha}$ in formula (3.2), which means that $f \in \mathfrak{A}_{\alpha}$. The proof is complete.

It is worth mentioning that the functions $F_{\alpha}$ defined by formula (3.2) have important analytic properties. In particular, they have been demonstrated in $[4,15]$ that $F_{\alpha}$ is a univalent function. In addition, the condition (3) of Theorem 3.1 immediately implies

Corollary 3.1. Let $\alpha \leq 1$. If $f \in \mathfrak{A}_{\alpha}$, then, for every $\lambda \in \mathbb{C}$,

$$
\begin{equation*}
\max _{|z|=r} \operatorname{Re}\left(\lambda \frac{f(z)}{z}\right) \leq \max _{|z|=r} \operatorname{Re}\left(\lambda F_{\alpha}(z)\right) . \tag{3.6}
\end{equation*}
$$

Our next aim is to prove that the sets $\mathfrak{A}_{\alpha}$ form a filtration of $\mathscr{G}_{0}$ and to study properties of this filtration. Moreover, the membership of a function $f$ to a set of the analytic filtration means that the semigroup generated by $f$ owns certain dynamical properties, and we describe these properties. To this end we following [4] denote

$$
\begin{equation*}
\varkappa(\alpha):=\int_{0}^{1} \frac{1-t^{1-\alpha}}{1+t^{1-\alpha}} d t=\inf _{z \in \mathbb{D}} \operatorname{Re} F_{\alpha}(z) . \tag{3.7}
\end{equation*}
$$

Theorem 3.2. The following assertions hold:
(a) The family $\mathfrak{A}=\left\{\mathfrak{A}_{\alpha}\right\}_{\alpha \leq 1}$ is a filtration with $\mathfrak{A}_{-\infty}:=\bigcap_{\alpha<1} \mathfrak{A}_{\alpha}=\{\operatorname{Id}\}$ and $\mathfrak{A}_{1}=\mathscr{G}_{0}$.
(b) For $\alpha \leq 1$ denote $f_{\alpha}=z F_{\alpha}(z)$. Then $f_{\alpha} \in \partial \mathfrak{A}_{\alpha}$. Consequently, the filtration $\mathfrak{A}$ is strict.
(c) Let $\alpha<1, f \in \mathfrak{A}_{\alpha}$ and $\left\{\phi_{t}(z)\right\}_{t \geq 0}$ be the semigroup generated by $f$. Then
(i) this semigroup is exponentially squeezing with squeezing ratio $\varkappa(\alpha)$;
(ii) this semigroup extends analytically to the sector $\Lambda\left(\frac{\pi(1-\delta(\alpha))}{2}\right)$, where

$$
\delta(\alpha):=\frac{2}{\pi} \cdot \max _{0<\theta<\pi} \arg F_{\alpha}\left(e^{i \theta}\right)
$$

and $F_{\alpha}$ is defined by (3.2).
Note meanwhile that function $\varkappa$ is decreasing with $\lim _{\alpha \rightarrow-\infty} \varkappa(\alpha)=1$ and $\varkappa(1)=0$, see Fig. 1. Function $\delta$ is increasing with $\lim _{\alpha \rightarrow-\infty} \delta(\alpha)=0$ and $\delta(1)=1$, see Fig. 2. Numerical calculations using Maple give $\varkappa(-5) \approx 0.8075$ and $\delta(-5) \approx 0.2024$.

Proof. First we prove that $\mathfrak{A}$ is a filtration of $\mathscr{G}_{0}$. Indeed, let $\alpha<\beta \leq 1$ and $f \in \mathfrak{A}_{\alpha}$. Write $f$ in the form $f(z)=z p(z)$. Then inequality (3.1) means that

$$
\begin{equation*}
\operatorname{Re}\left[\frac{1}{1-\alpha} p(z)+z p^{\prime}(z)\right] \geq 0, \quad z \in \mathbb{D} \tag{3.8}
\end{equation*}
$$



Figure 1. The graph of $\varkappa(\alpha)$.

It follows from Lemma 3.5.3 in [25] that $\operatorname{Re} p(z) \geq 0$ on $\mathbb{D}$, and hence $p \in \mathscr{P}$, that is, $f \in \mathscr{G}_{0}$. Moreover,

$$
\operatorname{Re}\left[\frac{1}{1-\beta} p(z)+z p^{\prime}(z)\right] \geq \operatorname{Re}\left[\frac{1}{1-\alpha} p(z)+z p^{\prime}(z)\right] \geq 0
$$

So $f \in \mathfrak{A}_{\beta}$. Relation $\mathfrak{A}_{1}=\mathscr{G}_{0}$ follows directly.
To find the intersection $\bigcap_{\alpha<1} \mathfrak{A}_{\alpha}$, we substitute $f(z)=z p(z)$ in (3.1) and rewrite it in the form (3.8). Letting $\alpha \rightarrow-\infty$, we obtain the inequality $\operatorname{Re} z p^{\prime}(z) \geq 0$ for all $z \in \mathbb{D}$, which is possible only in the case $p^{\prime} \equiv 0$. Thus $\mathfrak{A}_{-\infty}=\{\mathrm{Id}\}$, which completes the proof of assertion (a).

It follows from formula (3.2) that $\alpha \frac{f_{\alpha}(z)}{z}+(1-\alpha) f_{\alpha}^{\prime}(z)=\frac{1+z}{1-z}$. Therefore $f_{\alpha} \in \mathfrak{A}_{\alpha}$. Now, we prove that $f_{\alpha} \notin \mathfrak{A}_{\beta}$ whenever $\beta<\alpha \leq 1$. Indeed, formula (3.7) implies that $\inf _{z \in \mathbb{D}} \operatorname{Re} \frac{f_{\alpha}(z)}{z}=$ $\varkappa(\alpha)<\varkappa(\beta)$, while $\operatorname{Re} \frac{f(z)}{z} \geq \varkappa(\beta)$ for any $f \in \mathfrak{A}_{\beta}$ by formula (3.6) with $\lambda=-1$. So, assertion (b) is proven.

Assertion (c) follows from Theorems 2.2-2.3 by Corollary 3.1.
Now we turn to one of the classical problems in geometric function theory, namely, to estimation of different functionals over various classes of analytic functions. Let $f \in \operatorname{Hol}(\mathbb{D}, \mathbb{C})$ have Taylor expansion $f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}$. Estimates of the Taylor's coefficients $a_{n}$ including the


Figure 2. The graph of $\delta(\alpha)$.

Bieberbach conjecture (see for example, [5]) have a long history. Among other significant functionals we emphasize the generalized Zalcman functional $\Phi_{m, n}(f, \lambda)=a_{1} a_{m+n-1}-\lambda a_{m} a_{n}$ and its particular case the Fekete-Szegö functional $\Phi(f, \lambda):=\Phi_{2,2}(f, \lambda)=a_{1} a_{3}-\lambda a_{2}^{2}$. The Fekete-Szegö problem for a class of analytic functions is to find the sharp estimate on $|\Phi(f, \lambda)|$ over this class.

In this section we present estimates on the coefficient functionals over the class $\mathfrak{A}_{\alpha}, \alpha \leq 1$.
Theorem 3.3. Let $f \in \mathfrak{A}_{\alpha}$ have the Taylor expansion $f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n}$. For $2 \leq k \leq m-1$ denote

$$
\begin{equation*}
\Lambda_{\alpha}(m, k):=\frac{(\alpha+(1-\alpha) k)(\alpha+(1-\alpha)(m-k+1))}{2(\alpha+(1-\alpha) m)} \tag{3.9}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left|a_{m}-\Lambda_{\alpha}(m, k) a_{k} a_{m-k+1}\right|+\Lambda_{\alpha}(m, k)\left|a_{k} a_{m-k+1}\right| \leq \frac{2}{\alpha+(1-\alpha) m} \tag{3.10}
\end{equation*}
$$

Consequently, $\left|a_{m}\right| \leq \frac{2}{\alpha+(1-\alpha) m}$ and for any $v \in \mathbb{C}$,

$$
\begin{equation*}
\left|a_{m}-v a_{k} a_{m-k+1}\right| \leq \frac{2}{\alpha+(1-\alpha) m} \max \left\{1,\left|1-\frac{v}{\Lambda_{\alpha}(m, k)}\right|\right\} \tag{3.11}
\end{equation*}
$$

Inequalities (3.10)-(3.11) are sharp.
Proof. Since $f \in \mathfrak{A}_{\alpha}$, the function $q$ defined by $q(z)=\alpha \frac{f(z)}{z}+(1-\alpha) f^{\prime}(z)$ has positive real part. Its Taylor coefficients are $p_{n}=[\alpha+(1-\alpha)(n+1)] a_{n+1}, n \geq 1$. According to [6, Proposition 2.2], we have $\left|p_{n}-\frac{1}{2} p_{k} p_{n-k}\right|+\frac{1}{2}\left|p_{k} p_{n-k}\right| \leq 2,1 \leq k \leq n-1$, or, which is the same,

$$
\begin{aligned}
& \left|a_{n+1}-\frac{(\alpha+(1-\alpha)(k+1))(\alpha+(1-\alpha)(n-k+1))}{2(\alpha+(1-\alpha)(n+1))} a_{k+1} a_{n-k+1}\right| \\
& +\frac{(\alpha+(1-\alpha)(k+1))(\alpha+(1-\alpha)(n-k+1))}{2(\alpha+(1-\alpha)(n+1))}\left|a_{k+1} a_{n-k+1}\right| \\
& \leq \frac{2}{(\alpha+(1-\alpha)(n+1))}
\end{aligned}
$$

This inequality is equivalent to (3.10) by (3.9). In its turn, (3.10) implies $\left|a_{m}\right| \leq \frac{2}{\alpha+(1-\alpha) m}$ by the triangle inequality. To proceed, we note that Lemma 2.1 in [6] can be reformulated as follows:

Let $a, b \in \mathbb{C}$ and $D>0$. Then $|a|+|b| \leq D$ if and only if $|a+\mu b| \leq D \max \{1,|\mu|\}$ for all $\mu \in \mathbb{C}$.

Applying this conclusion to inequality (3.10), we obtain

$$
\left|a_{m}-\Lambda_{\alpha}(m, k)(1-\mu) a_{k} a_{m-k+1}\right| \leq \frac{2}{\alpha+(1-\alpha) m} \max \{1,|\mu|\}
$$

Denote $v:=\Lambda_{\alpha}(m, k)(1-\mu)$. Then the last displayed formula is equivalent to (3.11). The sharpness follows from the sharpness of the used estimates from [6, Proposition 2.2].

Corollary 3.2. Let $f \in \mathfrak{A}_{\alpha}$ have the Taylor expansion $f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n}$. Then, for any $v \in \mathbb{C}$,

$$
|\Phi(f, v)|=\left|a_{3}-v a_{2}^{2}\right| \leq \frac{2}{3-2 \alpha} \max \left\{1,\left|1-\frac{2 v(3-2 \alpha)}{(2-\alpha)^{2}}\right|\right\}
$$

## 4. Pseudo-Analytic Filtration

Consider the classes of functions defined as follows:

$$
\begin{equation*}
\mathfrak{A}_{\alpha}^{1}:=\left\{f \in \mathscr{A}:\left|\alpha \frac{f(z)}{z}+(1-\alpha) f^{\prime}(z)-1\right| \leq 2-\alpha\right\}, \quad \alpha \leq 1 \tag{4.1}
\end{equation*}
$$

Note in passing that a similar classes were considered in a different context in [29].
For each $\alpha \in(-\infty, 1]$, the set $\mathfrak{A}_{\alpha}^{1}$ is non-empty as the following example demonstrates.
Example 4.1. Let $\alpha \leq 1$. For any $\theta \in \mathbb{R}$ and $n \in \mathbb{N}$, the function

$$
f_{\theta, n, \alpha}(z)=z+\frac{2-\alpha}{1+n(1-\alpha)} e^{i \theta} z^{n+1}
$$

belongs to the class $\mathfrak{A}_{\alpha}^{1}$. Indeed,

$$
\begin{aligned}
& \left|\alpha \frac{f_{\theta, n, \alpha}(z)}{z}+(1-\alpha) f_{\theta, n, \alpha}^{\prime}(z)-1\right| \\
= & \left|\alpha\left(1+\frac{(2-\alpha) e^{i \theta} z^{n}}{1+n(1-\alpha)}\right)+(1-\alpha)\left(1+\frac{(n+1)(2-\alpha) e^{i \theta} z^{n}}{1+n(1-\alpha)}\right)-1\right| \\
= & \left|(2-\alpha) z e^{i \theta}\right| \leq 2-\alpha
\end{aligned}
$$

Moreover, it follows immediately from (4.1) and the Schwarz lemma that $f \in \mathfrak{A}_{1}^{1}$ if and only if it admits the representation $f(z)=z(1+\omega(z)), \omega \in \Omega$. Our first result presents a one-to-one correspondence between the sets $\mathfrak{A}_{\alpha}^{1}$ and $\Omega$.
Theorem 4.1. Let $\alpha<1$. For each $f \in \mathfrak{A}_{\alpha}^{1}$, there is the unique $\omega \in \Omega$ such that

$$
\begin{equation*}
f(z)=z\left(1+\frac{2-\alpha}{1-\alpha} \cdot \int_{0}^{1} s^{\frac{\alpha}{1-\alpha}} \omega(s z) d s\right) \tag{4.2}
\end{equation*}
$$

Consequently, if $f \in \mathfrak{A}_{\alpha}^{1}$, then $\frac{f(z)}{z}-1 \in \Omega$. Conversely, for any $\omega \in \Omega$, the function $f$ defined by (4.2) belongs to $\mathfrak{A}_{\alpha}^{1}$.
Proof. Let $f \in \mathfrak{A}_{\alpha}^{1}$. Denote $g(z):=\alpha \frac{f(z)}{z}+(1-\alpha) f^{\prime}(z)-1$. Since $g(0)=0$, the Schwarz Lemma implies that $|g(z)| \leq(2-\alpha)|z|$, which is equivalent to $g(z) \prec(2-\alpha) z$. Therefore there exists $\omega \in \Omega$ such that

$$
\begin{equation*}
\alpha \frac{f(z)}{z}+(1-\alpha) f^{\prime}(z)-1=(2-\alpha) \omega(z) \tag{4.3}
\end{equation*}
$$

Solving this differential equation, we obtain (4.2). Therefore,

$$
\begin{aligned}
\left|\frac{f(z)}{z}-1\right| & =\left|\frac{2-\alpha}{1-\alpha} \cdot \int_{0}^{1} s^{\frac{\alpha}{1-\alpha}} \omega(s z) d s\right| \leq \frac{2-\alpha}{1-\alpha} \cdot \int_{0}^{1} s^{\frac{\alpha}{1-\alpha}}|\omega(s z)| d s \\
& \leq \frac{2-\alpha}{1-\alpha} \cdot \int_{0}^{1} s^{\frac{\alpha}{1-\alpha}} d s=1
\end{aligned}
$$

The converse assertion follows from the equivalence of (4.2) and (4.3).
Corollary 4.1. $\mathfrak{A}_{\alpha}^{1} \subseteq \mathfrak{A}_{1}^{1} \subsetneq \mathscr{G}_{0}$ for any $\alpha \leq 1$.
Now we are ready to show that these sets form a filtration and to establish its main properties.
Theorem 4.2. The following assertions hold:
(a) The family $\mathfrak{A}^{1}=\left\{\mathfrak{A}_{\alpha}^{1}\right\}_{\alpha \leq 1}$ is a filtration of $\mathscr{G}_{0}$.
(b) For every $\theta \in \mathbb{R}$ and $n \in \mathbb{N} \backslash\{1\}$, the function $f_{\theta, n, \alpha}$, defined in Example 4.1, belongs to $\partial \mathfrak{A}_{\alpha}^{1}$. Hence the filtration $\mathfrak{A}^{1}$ is strict.
(c) For any $\alpha \leq 1$, the semigroup generated by $f_{\theta, 1, \alpha} \in \mathfrak{A}_{\alpha}^{1}$ is not exponentially squeezing and cannot be analytically extended to a domain in $\mathbb{C}$.

Proof. Note that $f \in \mathfrak{A}_{\alpha}^{1}$ if and only if, for every fixed $z \in \mathbb{D}$, the value $f^{\prime}(z)$ belongs to the disk of radius $\frac{2-\alpha}{1-\alpha}$ and centered at $\frac{1}{1-\alpha}\left(1-\alpha \frac{f(z)}{z}\right)$. Hence, in order to prove that $\mathfrak{A}_{\alpha}^{1} \subseteq \mathfrak{A}_{1, \beta}$ whenever $\alpha \leq \beta \leq 1$, we need to ensure that such disks are included one into another. To this end, we denote $w=\frac{1}{1-\alpha}\left(1-\alpha \frac{f(z)}{z}\right)+e^{i \theta \frac{2-\alpha}{1-\alpha}}$ and show that $\left|w-\frac{1}{1-\beta}\left(1-\beta \frac{f(z)}{z}\right)\right| \leq \frac{2-\beta}{1-\beta}$. Indeed,

$$
\begin{aligned}
& \left|\frac{1}{1-\alpha}\left(1-\alpha \frac{f(z)}{z}\right)+e^{i \theta} \frac{2-\alpha}{1-\alpha}-\frac{1}{1-\beta}\left(1-\beta \frac{f(z)}{z}\right)\right| \\
= & \left|\left(\frac{f(z)}{z}-1\right) \frac{\alpha-\beta}{(1-\alpha)(1-\beta)}+e^{i \theta} \frac{2-\alpha}{1-\alpha}\right| \\
\leq & \left|\frac{f(z)}{z}-1\right| \cdot \frac{\beta-\alpha}{(1-\alpha)(1-\beta)}+\frac{2-\alpha}{1-\alpha} .
\end{aligned}
$$

By Theorem 4.1, we have

$$
\left|\frac{f(z)}{z}-1\right| \cdot \frac{\beta-\alpha}{(1-\alpha)(1-\beta)}+\frac{2-\alpha}{1-\alpha} \leq \frac{\beta-\alpha}{(1-\alpha)(1-\beta)}+\frac{2-\alpha}{1-\alpha}=\frac{2-\beta}{1-\beta},
$$

which proves assertion (a).
Assume now that $\alpha<\beta \leq 1$ and calculate

$$
\begin{aligned}
& \left|\alpha \frac{f_{\theta, n, \beta}(z)}{z}+(1-\alpha) f_{\theta, n, \beta}^{\prime}(z)-1\right| \\
= & \left|\alpha\left(1+\frac{(2-\beta) e^{i \theta} z^{n}}{1+n(1-\beta)}\right)+(1-\alpha)\left(1+\frac{(n+1)(2-\beta) e^{i \theta} z^{n}}{1+n(1-\beta)}\right)-1\right| \\
= & (2-\beta) \frac{1+n(1-\alpha)}{1+n(1-\beta)}|z|^{n} .
\end{aligned}
$$

Since $(2-\beta) \frac{1+n(1-\alpha)}{1+n(1-\beta)}>2-\alpha$ for every natural $n>1$, then there exists $z \in \mathbb{D}$ such that

$$
\left|\alpha \frac{f_{\theta, n, \beta}(z)}{z}+(1-\alpha) f_{\theta, n, \beta}^{\prime}(z)-1\right|>2-\alpha
$$

Thus $f_{\theta, n, \beta} \in \mathfrak{A}_{\beta}^{1} \backslash \mathfrak{A}_{\alpha}^{1}$, which implies $f_{\theta, n, \beta} \in \partial \mathfrak{A}_{\beta}^{1}$. So, assertion (b) follows.

Since $f_{\theta, 1, \alpha}(z)=z+e^{i \theta} z^{2} \in \mathfrak{A}_{\alpha}^{1}$ for every $\alpha \leq 1$ by Exaqmple 4.1, one concludes

$$
\inf _{z \in \mathbb{R}} \operatorname{Re} \frac{f_{\theta, 1, \alpha}(z)}{z}=\inf _{z \in \mathbb{R}} \operatorname{Re}\left(1+e^{i \theta}\right)=0
$$

and

$$
\sup _{z \in \mathbb{R}} \arg \frac{f_{\theta, 1, \alpha}(z)}{z}=\sup _{z \in \mathbb{R}}\left|\arg \left(1+e^{i \theta}\right)\right|=\frac{\pi}{2}
$$

This implies assertion (c) by Theorems 2.2-2.3. The proof is complete.
Definition 4.1. We denote $\mathfrak{A}^{1}=\left\{\mathfrak{A}_{\alpha}^{1}\right\}_{\alpha \in(-\infty, 1]}$ and call it the pseudo-analytic filtration.
Corollary 4.2. The set $\mathfrak{A}_{-\infty}^{1}:=\bigcap_{\alpha<1} \mathfrak{A}_{\alpha}^{1}=\left\{f \in \mathscr{A}:\left|f(z)-z f^{\prime}(z)\right| \leq|z|\right\}$ is not a singleton since it containes al the convex combinations of functions $f_{\theta, n}=z+\frac{1}{n} e^{i \theta} z^{n+1}, n \in \mathbb{N}$.

We now establish estimates for coefficient functionals related to the pseudo-analytic filtration. Theorem 4.3. Let $f \in \mathfrak{A}_{\alpha}^{1}$ have the Taylor expansion $f(z)=z+\sum_{k=2}^{\infty} a_{k} z^{k}$. The following assertions hold:
(i) $\left|a_{k+1}\right| \leq \frac{2-\alpha}{k(1-\alpha)+1}$ for all $k \in \mathbb{N}$. Moreover, $\left|a_{3}\right| \leq \frac{2-\alpha}{3-2 \alpha} \cdot\left(1-\left|a_{2}\right|^{2}\right)$ and $\left|a_{4}\right| \leq$ $\frac{2-\alpha}{4-3 \alpha} \cdot\left(1-\left|a_{2}\right|^{2}\right)$
(ii) For every $\lambda \in \mathbb{C}$ we have $|\Phi(f, \lambda)| \leq \max \left(\frac{2-\alpha}{3-2 \alpha},|\lambda|\right)$.

Proof. Let $f \in \mathfrak{A}_{\alpha}^{1}$. Then, by Theorem 4.1, there exists a unique function $\omega \in \Omega, \omega(z)=\sum_{k=1}^{\infty} \beta_{k} z^{k}$ such that (4.2) holds. Then, for any fixed $z \in \mathbb{D}$,

$$
\begin{aligned}
f(z) & =z\left(1+\frac{2-\alpha}{1-\alpha} \cdot \int_{0}^{1} s^{\frac{\alpha}{1-\alpha}}\left(\sum_{k=1}^{\infty} \beta_{k} z^{k} s^{k}\right) d s\right) \\
& =z+(2-\alpha) \cdot \sum_{k=1}^{\infty} \frac{\beta_{k}}{k+1-k \alpha} z^{k+1}
\end{aligned}
$$

Thus

$$
\begin{equation*}
a_{k+1}=\frac{(2-\alpha) \beta_{k}}{k+1-k \alpha}, \quad k \in \mathbb{N} \tag{4.4}
\end{equation*}
$$

Since $\left|\beta_{k}\right| \leq 1$ for all $k \in \mathbb{N}$, the estimates on $\left|a_{k+1}\right|$ follow. Assume that $\gamma_{k}, k \in \mathbb{N}$, with $\left|\gamma_{k}\right| \leq 1$ are the Schur parameters of $\omega$, then by Schur's recurrence relation (see for details [27], see also [8]) we have

$$
\left\{\begin{align*}
\left|\beta_{1}\right| & =\left|\gamma_{1}\right|  \tag{4.5}\\
\left|\beta_{2}\right| & =\left(1-\left|\gamma_{1}\right|^{2}\right)\left|\gamma_{2}\right| \leq\left(1-\left|\gamma_{1}\right|^{2}\right) \\
\left|\beta_{3}\right| & =\left(1-\left|\gamma_{1}\right|^{2}\right)\left|\left(1-\left|\gamma_{2}\right|^{2}\right) \gamma_{3}-\gamma_{1} \gamma_{2}^{2}\right| \\
& \leq\left(1-\left|\gamma_{1}\right|^{2}\right) \max \left(\left|\gamma_{3}\right|,\left|\gamma_{1}\right|\right) \leq\left(1-\left|\gamma_{1}\right|^{2}\right)
\end{align*}\right.
$$

For $k=1$, formula (4.4) implies $a_{2}=\gamma_{1}$. For $k=2$, it follows from (4.4)-(4.5) that

$$
\left|a_{3}\right| \leq \frac{2-\alpha}{3-2 \alpha} \cdot\left(1-\left|a_{2}\right|^{2}\right)
$$

For $k=3$, formula (4.5) implies $\left|\beta_{3}\right| \leq\left(1-\left|a_{2}\right|^{2}\right)$. Similarly to the above,

$$
\left|a_{4}\right| \leq \frac{2-\alpha}{4-3 \alpha} \cdot\left(1-\left|a_{2}\right|^{2}\right)
$$

Thus assertion (i) is proven.
Next, we use formulas (4.4) and (4.5) to estimate the Fekete-Szegö functional over $\mathfrak{A}_{\alpha}^{1}$ and obtain

$$
\begin{aligned}
\left|a_{3}-\lambda a_{2}^{2}\right| & =\left|\frac{(2-\alpha) \beta_{2}}{3-2 \alpha}-\lambda \frac{(2-\alpha)^{2} \beta_{1}^{2}}{(2-\alpha)^{2}}\right| \leq \frac{2-\alpha}{3-2 \alpha}\left|\left(1-\left|\gamma_{1}\right|^{2}\right) \gamma_{2}\right|+|\lambda| \cdot\left|\gamma_{1}\right|^{2} \\
& \leq\left(1-\left|\gamma_{1}\right|^{2}\right) \cdot \frac{2-\alpha}{3-2 \alpha}+\left|\gamma_{1}\right|^{2} \cdot|\lambda| \leq \max \left(\frac{2-\alpha}{3-2 \alpha},|\lambda|\right)
\end{aligned}
$$

This proves assertion (ii).

## 5. Prestarlike Filtration

The term 'prestarlike function' was introduce by Ruscheweyh in [24] after the previous works [23] and [28]. To define it, recall that the Hadamard product of two functions $f, g \in \operatorname{Hol}(\mathbb{D}, \mathbb{C})$ with Taylor expansions $f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}$ and $g(z)=\sum_{n=0}^{\infty} b_{n} z^{n}$, respectively, is defined by

$$
\begin{equation*}
f * g(z):=\sum_{n=0}^{\infty} a_{n} b_{n} z^{n}, \quad z \in \mathbb{D} \tag{5.1}
\end{equation*}
$$

Definition 5.1. One says that a function $f \in \mathscr{A}$ is prestarlike of order $\alpha \in[0,1)$ if

$$
f(z) * \frac{z}{(1-z)^{2-2 \alpha}} \in \mathscr{S}^{*}(\alpha)
$$

We denote by $\Re_{\alpha}$ the class of all prestarlike functions of order $\alpha$. In addition, we set

$$
\mathfrak{R}_{1}=\left\{f \in \mathscr{A}: \operatorname{Re} \frac{f(z)}{z}>\frac{1}{2}, \quad z \in \mathbb{D} \backslash\{0\}\right\}
$$

The following description of prestarlike functions partially follows from [24]. We provide its proof for the sake of completeness.

Proposition 5.1. Let $f \in \mathscr{A}$ and $\alpha \in[0,1]$. The following conditions are equivalent:
(1) function $f$ belongs to $\Re_{\alpha}$;
(2) $\operatorname{Re}\left(\frac{f(z) * \frac{z^{2}}{(1-z)^{3-2 \alpha}}}{f(z) * \frac{z}{(1-z)^{2-2 \alpha}}}\right)>-\frac{1}{2}$ for all $z \in \mathbb{D} \backslash\{0\}$;
(3) $f(z) * \frac{z(1-z \zeta)}{(1-z)^{3-2 \alpha}} \neq 0$ for all $\zeta \in \partial \mathbb{D}$ and $z \in \mathbb{D} \backslash\{0\}$.

Proof. According to the definition, $f \in \mathfrak{R}_{\alpha}$ if and only if

$$
\begin{align*}
& \operatorname{Re}\left(\frac{z\left(f(z) * \frac{z}{(1-z)^{2-2 \alpha}}\right)^{\prime}}{f(z) * \frac{z}{(1-z)^{2-2 \alpha}}}\right)>\alpha \Longleftrightarrow \operatorname{Re}\left(\frac{f(z) * z\left(\frac{z}{(1-z)^{2-2 \alpha}}\right)^{\prime}}{f(z) * \frac{z}{(1-z)^{2-2 \alpha}}}\right)>\alpha \\
& \Longleftrightarrow \operatorname{Re}\left(\frac{f(z) *\left(\frac{z}{(1-z)^{2-2 \alpha}}+\frac{(2-2 \alpha) z^{2}}{(1-z)^{3-2 \alpha}}\right)}{f(z) * \frac{z}{(1-z)^{2-2 \alpha}}}\right)>\alpha \\
& \Longleftrightarrow \frac{1}{2}+\operatorname{Re}\left(\frac{f(z) * \frac{z^{2}}{(1-z)^{3-2 \alpha}}}{f(z) * \frac{z}{(1-z)^{2-2 \alpha}}}\right)>0 \tag{5.2}
\end{align*}
$$

which implies the first condition. As for the second one, we note that

$$
\frac{z(1-z \zeta)}{(1-z)^{3-2 \alpha}}=\frac{z(1-\zeta)}{(1-z)^{3-2 \alpha}}+\frac{z \zeta}{(1-z)^{2-2 \alpha}}
$$

Therefore $f(z) * \frac{z(1-z \zeta)}{(1-z)^{3-2 \alpha}} \neq 0$ if and only if

$$
f(z) * \frac{z(1-\zeta)}{(1-z)^{3-2 \alpha}} \neq-f(z) * \frac{z \zeta}{(1-z)^{2-2 \alpha}} \Longleftrightarrow \frac{f(z) * \frac{z}{(1-z)^{3-2 \alpha}}}{f(z) * \frac{z}{(1-z)^{2-2 \alpha}}} \neq \frac{-\zeta}{1-\zeta}
$$

This is equivalent to the last inequality in (5.2).
In the next theorem, we present properties of the family of sets $\mathfrak{R}=\left\{\Re_{\alpha}\right\}_{\alpha \in[0,1]}$.
Theorem 5.1. The following assertion hold:
(a) The family $\mathfrak{R}$ is a strict filtration of $\mathscr{G}_{0}$;
(b) Let $f_{\alpha}, \alpha \in(0,1]$, be defined by $f_{\alpha}(z)=z+\frac{1}{2(2-\alpha)} z^{2}$, then $f_{\alpha} \in \partial \Re_{\alpha}$;
(c) For any $\alpha \in[0,1]$, the semigroup generated by $f \in \mathfrak{R}_{\alpha}$ is exponentially squeezing with squeezing ratio at least $\frac{1}{2}$. At the same time, there is $f \in \mathfrak{R}_{\alpha}$ that generates the semigroup with sharp squeezing ratio $\frac{1}{2}$ and cannot be analytically extended to a domain in $\mathbb{C}$.

Proof. Let $0 \leq \beta<\alpha \leq 1$. The inclusion $\Re_{\beta} \subseteq \mathfrak{R}_{\alpha}$ was proved by Suffridge in [28] (see also [24]). Furthermore, $\mathfrak{R}_{1} \subset \mathscr{G}_{0}$ by definition. Thus $\mathfrak{R}$ is a filtration of $\mathscr{G}_{0}$.

Consider the functions $f_{\alpha}, \alpha \in(0,1]$, defined by $f_{\alpha}(z)=z+\frac{1}{2(2-\alpha)} z^{2}$. If $\alpha=1$, then $\operatorname{Re} f_{1}(z)=\operatorname{Re}\left(z+\frac{z^{2}}{2}\right)>\frac{1}{2}$ as $z \in \mathbb{D}$. So, $f_{1} \in \mathfrak{R}_{1}$. If $\alpha<1$, then $f_{\alpha}(z) * \frac{z}{(1-z)^{2-2 \alpha}}=z+\frac{1-\alpha}{2-\alpha} z^{2}$. It is easy to see that the last function belongs to $\mathscr{S}^{*}(\alpha)$, hence $f_{\alpha} \in \mathfrak{R}_{\alpha}$.

We show now that $f_{\alpha} \notin \Re_{\beta}$ for $\beta<\alpha$. Indeed, $h(z):=f_{\alpha}(z) * \frac{z}{(1-z)^{2-2 \beta}}=z+\frac{1-\beta}{2-\alpha} z^{2}$. Then the value of $\frac{z h^{\prime}(z)}{h(z)}$ at the point $z=-1$ is $\frac{2 \beta-\alpha}{1+\beta-\alpha}<\beta$ since $\beta<\alpha$. So, $h \notin \mathscr{S}^{*}(\beta)$ and $f_{\alpha} \notin \mathfrak{R}_{\beta}$. Therefore $f_{\alpha} \in \partial \Re_{\alpha}$ and the filtration is strict. This proves assertion (a) and (b). To proceed, let us remind that, for any $\alpha \in[0,1]$

$$
\inf _{f \in \Re_{\alpha}} \inf _{z \in \mathbb{D}} \operatorname{Re} \frac{f(z)}{z} \geq \inf _{f \in \mathfrak{R}_{1}} \inf _{z \in \mathbb{D}} \operatorname{Re} \frac{f(z)}{z}=\frac{1}{2}
$$

and

$$
\frac{2}{\pi} \sup _{f \in \mathfrak{R}_{\alpha}} \sup _{z \in \mathbb{D}}\left|\arg \frac{f(z)}{z}\right| \leq \frac{2}{\pi} \sup _{f \in \mathfrak{R}_{1}} \sup _{z \in \mathbb{D}}\left|\arg \frac{f(z)}{z}\right|=1
$$

On the other hand,

$$
\frac{z}{1-z} * \frac{z}{(1-z)^{2(1-\alpha)}}=\frac{z}{(1-z)^{2(1-\alpha)}} \in \mathscr{S}^{*}(\alpha)
$$

Hence $\frac{z}{1-z} \in \mathfrak{R}_{\alpha}$ for any $\alpha \in[0,1]$. Therefore

$$
\inf _{f \in \Re_{\alpha} \inf _{z \in \mathbb{D}} \operatorname{Re} \frac{f(z)}{z} \leq \inf _{z \in \mathbb{D}} \operatorname{Re} \frac{1}{1-z}=\frac{1}{2}, ~}^{\text {and }}
$$

and

$$
\frac{2}{\pi} \sup _{f \in \mathfrak{R}_{\alpha}} \sup _{z \in \mathbb{D}}\left|\arg \frac{f(z)}{z}\right| \geq \frac{2}{\pi} \sup _{z \in \mathbb{D}}\left|\arg \frac{1}{1-z}\right|=1
$$

This completes our proof.
Further, we present the solution of the Fekete-Szegö problem for the classes $\Re_{\alpha}$.
Theorem 5.2. For every $\alpha \in[0,1]$, we have $\max _{f \in \mathfrak{R}_{\alpha}}|\Phi(f, \lambda)|=\max \left\{\frac{1}{3-2 \alpha},|\lambda-1|\right\}$.
Proof. Let $f \in \mathfrak{R}_{\alpha}$ have the Taylor expansion $f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n}$. Then

$$
\mathscr{S}^{*}(\alpha) \ni \frac{z}{(1-z)^{2(1-\alpha)}} * f(z)=z+\sum_{n=2}^{\infty} c_{n} z^{n}
$$

where

$$
c_{2}=2(1-\alpha) a_{2} \quad \text { and } \quad c_{3}=(1-\alpha)(3-2 \alpha) a_{3} .
$$

It follows from [20, Theorem 1] that $\left|c_{3}-\mu c_{2}^{2}\right| \leq(1-\alpha) \max \{1,|2(1-\alpha)(2 \mu-1)-1|\}$ for any $\mu \in \mathbb{C}$ or, equivalently,

$$
\left|(3-2 \alpha) a_{3}-4 \mu(1-\alpha) a_{2}^{2}\right| \leq \max \{1,|4 \mu(1-\alpha)-(3-2 \alpha)|\}
$$

Denote $\lambda=\frac{4 \mu(1-\alpha)}{3-2 \alpha}$. The last displayed inequality means that

$$
|\Phi(f, \lambda)| \leq \max \left\{\frac{1}{3-2 \alpha},|\lambda-1|\right\}
$$

It remains to show that this estimate is sharp, more precisely, that for every $\lambda$ there is a function $f \in \mathfrak{R}_{\alpha}$ for which it becomes equality.

First assume that $|\lambda-1| \geq \frac{1}{3-2 \alpha}$. As we already saw $\frac{1}{1-z} \in \mathfrak{R}_{\alpha}$ for every $\alpha$. Since the Taylor coefficients of this functions are $a_{2}=a_{3}=1$, we have $a_{3}-\lambda a_{2}^{2}=1-\lambda$, then the equality holds. Otherwise, in the case where $|\lambda-1|<\frac{1}{3-2 \alpha}$, let consider the function $f_{\alpha} \in \mathscr{A}$ defined by its Taylor expansion:

$$
f_{\alpha}(z)=z+\sum_{k=1}^{\infty} \frac{(1-\alpha)_{k}(2 k)!}{(2-2 \alpha)_{2 k} k!} z^{2 k+1}
$$

It follows from (5.1) that

$$
f_{\alpha}(z) * \frac{z}{(1-z)^{2-2 \alpha}}=z+\sum_{k=1}^{\infty} \frac{(1-\alpha)_{k}}{k!} z^{2 k+1}=\frac{z}{\left(1-z^{2}\right)^{1-\alpha}}
$$

Since the last function is starlike of order $\alpha$, we conclude that $f_{\alpha} \in \mathfrak{R}_{\alpha}$. In this case $a_{2}=0$ and $a_{3}=\frac{1}{3-2 \alpha}$. Thus $a_{3}-\lambda a_{2}^{2}=\frac{1}{3-2 \alpha}$ which completes the proof.

Note that for $\alpha=1$ this result is known (see, for example, Theorem 2.2 in [10]).
To complete the paper, we recall that one of the main properties of generators is the following result by Simeon Reich and the third author (see [21], see also [13, 22, 25]):

Theorem 5.3. Let $f \in \operatorname{Hol}(\mathbb{D}, \mathbb{C})$. Then $f \in \mathscr{G}$ if and only iffor every $z \in \mathbb{D}$ and every $r>0$ the functional equation $w+r f(w)=z$ has the unique solution $w=G_{r}(z)$ such that $G_{r} \in \operatorname{Hol}(\mathbb{D})$.

The functions $G_{r}, r>0$, are called the non-linear resolvents of $f \in \mathscr{G}$. Coefficient inequalities over the classes of nonlinear resolvents were recently studied in $[8,10,15]$ (and also in multi-dimensional settings in $[9,17,18]$ ). Here we complete the previous result by a more qualified estimates for generators belonging to the filtration sets studied in the paper.

Theorem 5.4. Let $\lambda \in \mathbb{C}, f \in \mathscr{G}_{0}$ and let $G_{r}$ be its non-linear resolvent with $r>0$. Then

$$
\begin{equation*}
\left|\Phi\left(G_{r}, \lambda\right)\right|=\frac{r}{(1+r)^{5}}|\Phi(f, v)| \tag{5.3}
\end{equation*}
$$

with $v=(2-\lambda) \frac{r}{1+r}$. Consequently,
(i) If $f \in \mathfrak{A}_{\alpha}$ with $\alpha \leq 1$, then

$$
\left|\Phi\left(G_{r}, \lambda\right)\right| \leq \frac{2 r}{(3-2 \alpha)(1+r)^{5}} \max \left\{1,\left|1-\frac{2(3-2 \alpha)}{(2-\alpha)^{2}} \cdot \frac{r}{1+r}(2-\lambda)\right|\right\}
$$

(ii) If $f \in \mathfrak{A}_{\alpha}^{1}$ with $\alpha \leq 1$, then

$$
\left|\Phi\left(G_{r}, \lambda\right)\right| \leq \frac{r}{(1+r)^{5}} \max \left(\frac{2-\alpha}{3-2 \alpha}, \frac{r}{1+r}|2-\lambda|\right) .
$$

(iii) If $f \in \mathfrak{R}_{\alpha}$ with $\alpha \leq 1$, then

$$
\left|\Phi\left(G_{r}, \lambda\right)\right| \leq \frac{r}{(3-2 \alpha)(1+r)^{5}} \max \left\{1,\left|3-2 \alpha-\frac{r}{1+r}(2-\lambda)\right|\right\}
$$

Proof. Let $f$ have the Taylor expansion $f(z)=z+\sum_{n=2}^{\infty} a_{n} z^{n}$. Assume that for some $r>0$ its resolvent has the Taylor expansion $G_{r}(z)=\sum_{n=1}^{\infty} b_{n} z^{n}$. Differentiating the equality $G_{r}(z)+$ $r f\left(G_{r}(z)\right)=z$ at $z=0$, we find $b_{1}=\frac{1}{1+r}, b_{2}=-\frac{r a_{2}}{(1+r)^{3}}$ and $b_{3}=\frac{2 r^{2} a_{2}^{2}}{(1+r)^{5}}-\frac{r a_{3}}{(1+r)^{4}}$ (see also $[8,10])$. Therefore

$$
b_{1} b_{3}-\lambda b_{2}^{2}=-\frac{r}{(1+r)^{5}}\left[a_{3}-(2-\lambda) \frac{r}{1+r} a_{2}^{2}\right]
$$

which proves (5.3).

To verify assertion (i), let $f \in \mathfrak{A}_{\alpha}$. Then $|\Phi(f, v)| \leq \frac{2}{3-2 \alpha} \max \left\{1,\left|1-\frac{2 v(3-2 \alpha)}{(2-\alpha)^{2}}\right|\right\}$ by Corollary 3.2. Thus formula (5.3) implies

$$
\left|\Phi\left(G_{r}, \lambda\right)\right| \leq \frac{2 r}{(3-2 \alpha)(1+r)^{5}} \max \left\{1,\left|1-\frac{2 v(3-2 \alpha)}{(2-\alpha)^{2}}\right|\right\}
$$

which is equivalent to the required inequality in assertion (i).
Assertion (ii) follows directly from assertion (ii) in Theorem 4.3 by the formula (5.3).
Finally, let $f \in \mathfrak{R}_{\alpha}$. Then $|\Phi(f, v)|=\max \left\{\frac{1}{3-2 \alpha},|v-1|\right\}$ by Theorem 5.2. Similarly to the above, we apply this inequality to relation (5.3) and obtain

$$
\begin{aligned}
\left|\Phi\left(G_{r}, \lambda\right)\right| & \leq \frac{r}{(1+r)^{5}} \max \left\{\frac{1}{3-2 \alpha},|1-v|\right\} \\
& =\frac{r}{(1+r)^{5}} \max \left\{\frac{1}{3-2 \alpha},\left|1-(2-\lambda) \frac{r}{1+r}\right|\right\} .
\end{aligned}
$$

This completes our proof.
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